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Abstract

In this work, we consider a phase-field framework for crack propagation problems in elasticity and elasto-plasticity. We propose a rate-dependent formulation for solving the elasto-plastic problem. An irreversibility constraint for crack evolution avoids non-physical healing of the crack. The resulting coupled two-field problem is solved in a decoupled fashion within an augmented Lagrangian approach, where the latter technique treats the crack irreversibility constraint. The setting is quasi-static and an incremental formulation is considered for temporal discretization. Spatial discretization is based on a Galerkin finite element method. Both subproblems of the two-field problem are nonlinear and are solved with a robust Newton method in which the Jacobian is built in terms of analytically derived derivatives. Our algorithmic developments are demonstrated with several numerical tests that are motivated by experiments that study failure of screws under loading. Therefore, these tests are useful in practice and of high relevance in mechanical engineering. The geometry and material parameters correspond to realistic measurements. Our goal is a comparison of the final crack pattern in simulation and experiment.
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1. Introduction

Presently, crack propagation in solids is one of the major research topics in energy, environmental, and mechanical engineering. Consequently, many models and numerical techniques have been investigated to date. Specifically, Griffith’s model \[1\] for quasi-static fracture evolution has been successfully applied. Here, the crack propagates if the rate of elastic energy dissipation per unit surface area of the increment step is equal to a critical energy release rate \(G_c\); if it is less, the crack does not move. On the contrary, it is unstable if \(G_c\) exceeds the critical value. Griffith found that \(G_c\) is related to the crack surface energy increase. In the case of isotropic linear materials, the critical energy release rate is linked to the stress intensity factor.

The solution of crack representation and propagation requires special techniques for their numerical treatment. In recent years, different approaches have been proposed such as the extended finite element method (XFEM) by \[2\] and generalized finite elements (GFEM) methods \[3\] both based on the partition of unity method of \[4\] in which the displacement field is enriched with discontinuities. Recently, variational and phase-field techniques for crack propagation in solid mechanics have gained increased interest. The original model has been proposed by Francfort and Marigo \[5\]. Numerical simulations and mathematical investigation has been subject, e.g., in \[6, 7\]. An important extension towards a thermodynamically-consistent phase-field formulation has been suggested by Miehe et al. \[8, 9\] and further simulations and numerical extensions (also by other researchers) are found in \[10, 11, 12\]. Specifically, a finite element framework for multiphysics phase-field simulations has been presented in \[13\]. Instead of modeling the discontinuities explicitly (like in XFEM and GFEM), employing phase-field, the lower-dimensional crack surface is approximated with an auxiliary function \(\varphi\) with values 0 in the crack and 1 in the undamaged material; an illustration by means of a numerical simulation is provided in Figure 2. Furthermore, \(\varphi\) smoothly interpolates between 0 and 1 leading to a diffusive transition zone that is of size \(\varepsilon\), a so-called length-scale model regularization parameter. From a computational point of view, the phase-field approach is attractive since crack nucleation, length increment, and the path are automatically included in the model \[7\] and its implementation is straightforward. On the other hand, the diffusive transition zone tends to smear out the sharp crack surface and the characteristic length-scale parameter \(\varepsilon\) must be chosen accordingly. Here, an adaptive local grid refinement technique can be used to increase crack surface resolution while keeping the computational cost low. Additionally, some of the challenges associated with a non-convex energy functional require careful developments as outlined and addressed in \[7, 14, 15\].
Figure 1: Illustration and characteristic length scales for material damage in screws.

Figure 2: Initialization of cracks modeled with phase-field. Crack pattern are described with an indicator function $\varphi$ with 0 values in the crack (red color) and 1 (blue color) in the undamaged zone. The diffusive transition zone has width $\varepsilon$ (green/yellow) and here the phase-field function has values that smoothly vary between 0 and 1.

While it is fairly well understood how phase-field fracture models act in brittle materials with elasticity, only a few references exist to date on ductile crack propagation (e.g., [16, 17, 18]). Here, the last reference focuses on numerical
tests of I-shaped specimen that have some similarities to screw simulations as we have them in mind. One aim of this paper is an extension to elasto-plasticity (ductile fracture) of an augmented Lagrangian formulation for crack propagation [12] that treats the crack irreversibility, i.e., the crack cannot heal. This approach is modeled in terms of a rate-dependent formulation [19] in which continuous time derivatives are approximated with a backward in time difference quotient, i.e.,

$$\partial_t \varphi \approx \varphi - \varphi^{m-1} \leq 0.$$ 

Here, $\varphi$ denotes the phase-field fracture variable and $\varphi^{m-1}$ its state at the previous time step $t^{m-1}$. Spatial discretization is done with finite elements, which are well-known in solid mechanics. Due to the crack irreversibility and the elasto-plastic material behavior the resulting scheme has two types of nonlinearities for which a robust Newton solver is employed. The capabilities of our approach are substantiated with a benchmark example. Several screw tests constitute the main goal that include comparisons with crack growth in elasticity and elasto-plasticity as well as comparative studies of crack pattern in experiments and finite element simulations. The latter aspect has presently high relevance in mechanical engineering.

In summary, the importance of our present paper is twofold:

- Formulating elasto-plastic crack propagation with a thermodynamically consistent phase-field model and its rate-dependent formulation within a robust augmented Lagrangian solution algorithm.

- Secondly, investigation of material damages that are presently of high importance in mechanical engineering for learning reasons for material damage and failure. Figure 1 shows some characteristics of material damage in screws. Typical material damages are closed wrinkles in the middle of thread flanks, seams, cracks and hollow-rolled screws. The cause of material damage is often a wrong set up of the rolling machine. We note that in the production process, the thread of the final screw is obtained from rolling of an initially un-machined blank. Consequently, numerical simulations (here with phase-field; see Figure 2) greatly help to better understand the mechanisms of failure.

The outline of this paper is as follows: In Section 2, the model and corresponding variational formulation are presented. Next in Section 3, the finite element discretization is discussed. Finally in Section 4, several numerical tests are computed that include benchmarks and comparison with experimental findings.
2. The energy functional and corresponding weak formulation

2.1. Notation

We use standard notation from vector analysis and finite elements theory. The colon operator denotes a scalar product between two matrices (tensors):

\[ \sigma : e \]

means in 2d:

\[
\begin{pmatrix}
\sigma_1 & \sigma_2 \\
\sigma_3 & \sigma_4
\end{pmatrix} : \begin{pmatrix}
e_1 & e_2 \\
e_3 & e_4
\end{pmatrix} = \sigma_1 e_1 + \sigma_2 e_2 + \sigma_3 e_3 + \sigma_4 e_4.
\]

The 'dot' operator means a scalar product between two vectors:

\[ u \cdot v = \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} \cdot \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} = u_1 v_1 + u_2 v_2. \]

When the multiplication is between two scalar-valued functions \( u = u_1 \) and \( v = v_1 \) then, no punctuation operator is used: \( uv = u_1 v_1 \). The gradient and divergence operators are used according to the 'nabla'-operator notation:

The gradient of a single-valued function \( v := v(x,y) \) reads:

\[ \nabla v = \begin{pmatrix} \partial_x v \\ \partial_y v \end{pmatrix}. \]

The divergence does only makes sense for vector-valued functions \( (v_1(x,y), v_2(x,y)) \):

\[ \text{div } v := \nabla \cdot v := \nabla \cdot \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} = \partial_x v_1 + \partial_y v_2. \]

2.2. Preliminaries to plasticity modeling

Our plasticity model is based on the theory of linear-elastic perfectly plastic material [19]. This model has been extensively investigated and benchmarked in [20] (we refer specifically to [21] for an adaptive finite element implementation from which we take some algorithmic ideas) and also implemented in the underlying programming code [22, 23]. This model needs to be formulated for tensor-valued quantities, i.e., we are seeking for vector-valued displacements \( u \) such that:

\[ \sigma(u) = Ce(u) \]

where \( \sigma := \sigma_{ij} \) is the stress tensor, \( e := e_{kl} \) the strain tensor, and \( C := C_{ijkl} \) is a fourth-order stiffness material tensor. Specifically, we formulate the problem in a domain \( \Omega \) with the boundaries \( \partial\Omega := \Gamma_D \cup \Gamma_N \) where we impose displacement Dirichlet conditions on \( \Gamma_D \) and traction Neumann conditions on \( \Gamma_N \) in variational form (that is related to the principle of virtual work) as follows:

\[
\int_{\Omega} \Pi(\sigma(u)) : e(w) \, dx = \int_{\Gamma_N} g \cdot w \, ds \quad \text{for all test functions } w,
\]
where $\Pi$ is a projection operator that is defined below and $g$ stands for some traction force. We use the symmetric strain tensor $e(u) := \frac{1}{2}(\nabla u + \nabla u^T)$, and the symmetric stress tensor $\sigma$ is defined as

$$\sigma(u) := C e(u) := 2\mu_s e(u)^D + \lambda_s \cdot \text{tr}(e(u)) I,$$

where $\text{tr}(\cdot)$ denotes the trace, $I$ the identity matrix, and $\mu$ and $\lambda$ are the Lamé coefficients, and their relationship to the elastic modulus and Poisson’s ratio is given by:

$$\nu_s = \frac{\lambda_s}{2(\lambda_s + \mu_s)}, \quad E = \frac{\mu_s(\lambda_s + 2\mu_s)}{(\lambda_s + \mu_s)},$$
$$\mu_s = \frac{E}{2(1 + \nu_s)}, \quad \lambda_s = \frac{\nu_s E_s}{(1 + \nu_s)(1 - 2\nu_s)}.$$

Furthermore, $\tau^D$ is the deviatoric part of a tensor $\tau$, in two dimensions defined as

$$\tau^D := \tau - \frac{1}{2} \text{tr}(\tau) I.$$

The main difference with respect to a pure elastic setting is the projection operator $\Pi$, which is defined as:

$$\Pi(\tau) = \begin{cases} \tau & |\tau^D| \leq \sigma_0, \\ \sigma_0 |\tau^D|^{-1} \tau^D + \frac{1}{2} \text{tr}(\tau) I & |\tau^D| > \sigma_0. \end{cases}$$

2.3. The energy functional

For a given crack $\mathcal{C}$ in a domain $\Omega$, the total energy reads:

$$E(\eta, \mathcal{C}) = \frac{1}{2} \int_{\Omega \setminus \mathcal{C}} \Pi(\sigma) : e(u) \, dx - \int_{\partial_N \Omega} \tau \cdot \eta \, ds + G_c \mathcal{H}^{d-1}(\mathcal{C}).$$

The regularized functional in which the crack energy is approximated using an additional solution variable $\varphi$ (the phase-field) and an elliptic functional [24, 25] reads:

$$E_\varepsilon(\eta, \varphi) = \frac{1}{2} \int_{\Omega} ((1 - \kappa)\varphi^2 + \kappa) \Pi(\sigma) : e(u) \, dx - \int_{\partial_N \Omega} \tau \cdot u \, ds + G_c \int_{\Omega} \left[ \frac{1}{2\varepsilon} (1 - \varphi)^2 + \frac{\varepsilon}{2} (\nabla \varphi)^2 \right] \, dx,$$

where $\kappa$ is a positive regularization parameter for elastic energy, with $\kappa \ll \varepsilon$. In the following, we explain the meaning of the different terms in (3). The first term denotes the elastic bulk energy, the middle term traction forces at Neumann boundaries $\partial_N \Omega$, and the final term characterizes the surface energy of the crack.
The model is completed by a thermodynamically consistent formulation as proposed in [8] in which we only allow for crack growth (irreversibility) but no healing:

\[ \partial_t \varphi \leq 0. \]

This leads to the final energy functional

\[
E_\varepsilon(\eta, \varphi) = \frac{1}{2} \int_\Omega \left( (1 - \kappa) \varphi^2 + \kappa \right) \Pi(\sigma) : e(u) \, dx - \int_{\partial_N} \tau \cdot u \, ds \\
+ G^c \int_\Omega \left[ \frac{1}{2\varepsilon} (1 - \varphi)^2 + \frac{\varepsilon}{2} (\nabla \varphi)^2 \right] \, dx + I_K(\varphi^{n-1})(\varphi^n),
\]

where \( I_K(\cdot)(\cdot) \) denotes an indicator function representing the irreversibility condition. Here, \( \varphi^{n-1} \) denotes the phase-field value at the previous time step \( t^{n-1} \).

In the next section, we use an augmented Lagrangian formulation to specify \( I_K(\cdot)(\cdot) \).

2.4. The Euler-Lagrange equations in a rate-dependent weak formulation

Our aim in this section is to describe our solution algorithm in detail. In order to apply a Galerkin finite element method, we need to derive the Euler-Lagrange equations from the energy functional (3).

2.4.1. A Hencky-type formulation for phase-field elasto-plasticity

First, we formulate a Hencky-type problem [19] in which the solid equation is treated as to be fully stationary while time-dependence appears in the irreversibility constraint of the phase-field equation. The resulting problem is quasi-stationary because of the constraint \( \partial_t \varphi \leq 0 \) and ‘time’ is characterized in terms of a loading parameter. Our two-field problem can then be formulated as follows. Let \( V \) and \( W \) denote Hilbert function spaces. Find the vector-valued displacement \( u \) such that:

\[
\int_\Omega \left( (1 - \kappa) \varphi^2 + \kappa \right) \Pi(\sigma(u)) : e(w) \, dx - \int_{\Gamma_N} g \cdot w \, ds = 0 \quad \forall w \in V,
\]

as well as the scalar-valued phase-field variable \( \varphi \):

\[
(1 - \kappa) \int_\Omega [\varphi \Pi(\sigma(u)) : e(u)] \, \psi \, dx \\
+ G^c \int_\Omega \left( -\frac{1}{\varepsilon} (1 - \varphi) \psi + \varepsilon \nabla \varphi \cdot \nabla \psi \right) \, dx \\
+ \int_\Omega \left( \lambda + \gamma (\varphi - \varphi^{n-1})^+ \right) \, \psi \, dx = 0 \quad \forall \psi \in W.
\]

\[1\]In this paper, we do not deal with cracks under compression that adds a stress decomposition to the full model proposed in [8]. For discussion and further studies, we refer to [8, 9, 10, 15].
The index set $I_K(\cdot)(\cdot)$ (defined in functional (4)) is specified in equation (6) via its augmented Lagrangian formulation

$$
\int_{\Omega} \left( (\lambda + \gamma (\varphi - \varphi^{m-1}))^+ \psi \right),
$$

where $\gamma$ denotes the penalization parameter and $\lambda$ an update function. Furthermore, $(f)^+$ denotes the positive part a function, i.e., $(f)^+ := \max\{f(x), 0\}$. Details of its derivation and algorithmic details of such a formulation are outlined in [12].

In order to solve both problems, we formulate a semi-linear form for the nonlinear elasto-plasticity part and a semi-linear form for the nonlinear phase-field as follows:

**Formulation 2.1** (Phase-field for Hencky-type elasto-plasticity). Find a vector-valued displacement $u \in V$ such that:

$$
A_1(u)(w) = \int_{\Omega} \left( (1 - \kappa) \varphi^2 + \kappa \right) \Pi\sigma(u) : e(w) \, dx - \int_{\Gamma_N} g \cdot w \, ds = 0 \quad \forall w \in V,
$$

and find a scalar-valued phase-field $\varphi$ such that:

$$
A_2(\varphi)(\psi) = (1 - \kappa) \int_{\Omega} \left[ \varphi \Pi\epsilon(u) : \epsilon(u) \right] \psi \, dx + G_c \int_{\Omega} \left( -\frac{1}{\varepsilon} (1 - \varphi) \psi + \varepsilon \nabla \varphi \cdot \nabla \psi \right) \, dx + \int_{\Omega} \left( (\lambda + \gamma (\varphi - \varphi^{m-1}))^+ \psi \right) \, dx = 0 \quad \forall \psi \in W.
$$

2.4.2. A Prandl-Reuss formulation for phase-field elasto-plasticity

In extension to the Hencky-type model, a rate-dependent process formulated in terms of a quasi-stationary Prandl-Reuss setting is proposed in this work. Following [19, 21], we consider

$$
Ce(\partial_t u) = \partial_t \sigma(u).
$$

Then, the variational form reads in each loading step $m$:

$$
\int_{\Omega} \sigma^m(u) : e(w) \, dx = \int_{\Gamma_N} g^m \cdot w \, ds \quad \forall w \in V, \quad m = 1, 2, 3, \ldots
$$

Now, we discretize $Ce(\partial_t u) = \partial_t \sigma(u)$ in time with a backward difference quotient and we obtain

$$
Ce(\partial_t u) = \partial_t \sigma(u) \Rightarrow Ce\left( \frac{u^m - u^{m-1}}{\Delta t} \right) = \frac{\sigma^m(u) - \sigma^{m-1}(u)}{\Delta t} \Rightarrow Ce(u^m - u^{m-1}) + \sigma^{m-1}(u) = \sigma^m(u)
$$
where $\Delta t := t^m - t^{m-1}$ denotes the time step size. Furthermore, $u^m$ and $\sigma^m$ denote the current displacement and stress values, respectively. Similarly, $u^{m-1}$ and $\sigma^{m-1}$ denote the previous time step (i.e., loading step) displacement and stress values, respectively. Since we deal with the previously introduced plasticity law, we insert the projection operator $\Pi$ such that

$$\sigma^m(u) = \Pi(\sigma^{m-1}(u) + C(e(u^m - u^{m-1})))$$

at each time $t^m$. We note that the stress-strain relation is now nonlinear. In a linear setting (e.g., linear elasticity), there would be no difference between this formulation and the stationary forms. Then, we insert this term into Equation (9):

$$\int_{\Omega} \sigma^m(u) : \varepsilon(w) \, dx = \int_{\Omega} \Pi(\sigma^{m-1} + C(e(u^m - u^{m-1}))) : \varepsilon(w) \, dx$$

$$= \int_{\Gamma_N} g^m \cdot w \, ds, \quad m = 1, 2, 3, \ldots \quad (10)$$

Next, we formulate the two-field problem:

**Formulation 2.2** (Phase-field for Prandl-Reuss elasto-plasticity). Find vector-valued displacements $u \in V$ for each loading step $m = 1, 2, 3, \ldots$ such that:

$$A_1(u)(w) = \int_{\Omega} ((1 - \kappa)\varphi^2 + \kappa) \, \Pi(\sigma^{m-1} + C(e(u^m - u^{m-1}))) : e(w) \, dx - \int_{\Gamma_N} g \cdot w \, ds$$

$$= 0 \quad \forall w \in V; \quad (11)$$

and find a scalar-valued phase-field $\varphi$ for $m = 1, 2, 3, \ldots$ such that:

$$A_2(\varphi)(\psi) = (1 - \kappa) \int_{\Omega} \varphi \, \Pi(\sigma^{m-1} + C(e(u^m - u^{m-1}))) : e(u) \cdot \psi \, dx$$

$$+ G_c \int_{\Omega} \left(-\frac{1}{\varepsilon}(1 - \varphi) \psi + \varepsilon(\nabla \varphi \cdot \nabla \psi) \right) \, dx$$

$$+ \int_{\Omega} (\lambda + \gamma(\varphi - \varphi^{m-1})^+) \, \psi \, dx$$

$$= 0 \quad \forall \psi \in W. \quad (12)$$

### 3. Finite element discretization and solution algorithm

The continuous problems are discretized in space with a Galerkin finite element scheme. The computational domain is subdivided into quadrilateral elements. Both subproblems are discretized using $H^1$-conforming bilinear elements, i.e., the trial and test space uses $Q^1_h$-finite elements. Consequently, the discrete spaces have the property $V_h \subset V$ and $W_h \subset W$. The proposed augmented Lagrangian solution algorithm is based on a decoupling of the solid and phase-field equations, allowing for sophisticated solvers for both subproblems.
Specifically, we solve as follows:

- Given $\varphi$ from a previous step, find the current $u$;
- Given the just computed $u$, find the new $\varphi$.

Furthermore, the two subproblems are nonlinear and are treated with a robust Newton solver that includes a simple backtracking line search algorithm.

We begin with the decoupled solution of the inner problems. For any given phase-field $\varphi^h \in W_h$ we find $u^h \in V_h$ by solving the nonlinear problem using a defect-correction scheme of Newton’s method for the iteration steps $m = 0, 1, 2, \ldots$

$$A_1'(u^{h,m})(\delta u^h, w) = -A_1(u^{h,m})(w) \quad \forall w \in V_h,$$

$$u^{h,m+1} = u^{h,m} + \omega \delta u^h,$$  \hspace{1cm} (13)

with a line search parameter $\omega \in (0, 1]$. Here, we need the Jacobian of $A_1(u)(w)$ applied to a direction $\delta u$ that is derived by using analytical expressions in order to maintain superlinear (or quadratic) convergence.

$$A_1'(u)(\delta u, w) = \int_{\Omega} ((1 - \kappa)\varphi^2 + \kappa) \Pi'(\sigma^{m-1} + Ce(u^m - u^{m-1}))(\delta u) : \epsilon(w) \, dx$$

$$= 0 \quad \forall w \in V,$$  \hspace{1cm} (14)

where the derivative of $\Pi$ is given by

$$\Pi'(\tau)(\delta \tau) = \begin{cases} \delta \tau & |\tau^D| \leq \sigma_0, \\ \sigma_0 |\tau^D|^{-1} \delta \tau^D - \sigma_0 |\tau^D|^{-d} \delta \tau^D + \frac{1}{2} tr(\delta \tau)I & |\tau^D| > \sigma_0, \end{cases}$$

where $d = 2, 3$ (the problem dimension).

Similarly as for the Newton scheme (13), such a nonlinear iteration is defined for solving phase-field problem. Here, we compute as derivative into a direction $\delta \varphi$:

$$A_2'(\varphi)(\delta \varphi, \psi) = (1 - \kappa) \int_{\Omega} \delta \varphi \Pi(\sigma^{m-1} + Ce(u^m - u^{m-1}))(\epsilon(u) : \epsilon \psi) \, dx$$

$$+ G_c \int_{\Omega} \left( - \frac{1}{\varepsilon} \delta \varphi \cdot \psi + \varepsilon \nabla \delta \varphi : \nabla \psi \right) \, dx$$

$$+ \gamma \int_{A(\phi)} \delta \varphi \cdot \psi \, dx$$  \hspace{1cm} (15)

where

$$A(\phi) = \{ x \in (0, L)^3 | \lambda + \gamma (\phi - \phi^{m-1}) > 0 \}.$$

A crucial role for (highly) nonlinear problems includes the appropriate determination of $\omega$. A simple strategy is to modify the update step in (13) as
follows: For given \( \omega \in (0, 1) \) determine the minimal \( l^* \in \mathbb{N} \) via
\begin{align*}
l = 0, 1, \ldots, N_l
\end{align*}
such that
\begin{align*}
R(u^{m,j+1}_h, l) < R(u^{m,j}_h, l),
\quad u^{m,j+1}_h = u^{m,j}_h + \lambda \delta u^m_h.
\end{align*}
For the minimal \( l \), we set
\begin{align*}
u^{m,j+1}_h := u^{m,j+1}_{h,l^*}.
\end{align*}
In this context, the nonlinear residual \( R(\cdot) \) is defined as
\begin{align*}
R(u^m_h) := \max_i \{ A_1(u^m_h)(w_i) \} \quad \forall u^m_h \in V_h,
\end{align*}
where \( \{ w_i \} \) denotes the nodal basis of \( V_h \). Finally, the linear equation systems within the Newton method are solved with an appropriate linear solver. This Newton strategy has been implemented in [26] and successfully employed for other multiphysics problems. The solution process is outlined in Algorithm 1.

**Algorithm 1 Solution algorithm**

At each loading step \( t^m \)

repeat

Solve augmented Lagrangian loop

repeat

Solve two-field problem iteratively, namely

repeat

Solve nonlinear elasto-plasticity in Problem 11 with Newton’s method

Solve nonlinear phase-field in Problem 12 with Newton’s method.

until Stopping criterion

\begin{align*}
\max(\|u_{k-1} - u_k\|, \|\varphi_{k-1} - \varphi_k\|) \leq \text{TOL}, \quad \text{TOL} > 0
\end{align*}

for the two-field iteration is satisfied

Update

\begin{align*}
\lambda_{k+1} = (\lambda_k + \gamma(\varphi_{k+1} - \varphi_{m-1}))^+
\end{align*}

until Stopping criterion

\begin{align*}
\|\lambda_{k-1} - \lambda_k\| \leq \text{TOL}, \quad \text{TOL} > 0
\end{align*}

for augmented Lagrangian is satisfied

Set: \( (u^m, \varphi^m) := (u_k, \varphi_k) \).

Increment \( t^m \to t^{n+1} \).

Finally, we notice that we employ in the numerical examples local mesh adaptivity with hanging nodes to reduce the computational cost. This can be easily extended to dynamic refinement where the mesh could be refined
according to either the maximum stress or the phase-field variable as indicator. The latter approach has been successfully applied in [15] with an extension to predictor-corrector mesh adaptivity in which the number of mesh cells grows together with the crack.

4. Numerical results

We perform several numerical tests. First we begin with a benchmark in Section 4.1. Our main focus is afterwards on a two-dimensional cut of a screw with realistic geometry and material parameters. In addition, the finite element simulation results of the final crack pattern are compared to experimental findings of screw failure. All tests are undertaken with the finite element software package deal.II [23].

4.1. CT-tests

In this first example, we compute the single edge notched tension test. We use this test for code verification for standard examples in pure elasticity and elasto-plasticity. The geometric and material properties are the same as used in [9]. The configuration is displayed in Figure 3.

The elasticity of solids is characterized by the Poisson ratio $\nu_s$ ($\nu_s < \frac{1}{2}$ for compressible materials) and the Young modulus $E$. From steel, measured at 20° Celsius room temperature, we know that Young’s modulus $E = 210\, GPa$ and Poisson’s ratio $\nu_s = 0.3$. Consequently, we obtain $\mu = 80.77\, kN/mm^2$, $\lambda = 121.15\, kN/mm^2$ and $G_c = 2.7\, N/mm$. For the elasto-plasticity test, the plastic flow rule is chosen as $\sigma_0 = \sqrt{2/3} \cdot 450$ [20] and fixed. The crack growth is driven by a non-homogeneous Dirichlet condition for the displacement field on $\Gamma_{top}$, the top boundary of $\Omega$. We increase the displacement on $\Gamma_{top}$ at each time step, namely

$$u_y = \Delta t \times \bar{u}, \quad \bar{u} = 1 \, mm.$$ 

Furthermore, we set $\kappa = 10^{-10}h, \epsilon = 2h \, mm$ and the minimal mesh size parameter is $h \sim 2.2 \times 10^{-2} \, mm$. Computations are shown for the time step size $\Delta t = 10^{-4} \, s$.

We evaluate the surface load vector on the $\Gamma_{top}$ as

$$\tau = (F_x, F_y),$$

where we are particularly interested in $F_y$ as illustrated in Figure 5, we identify the same behavior for the load-displacement curve as observed in [9] and [15] (here the both referenced studies have been carried out for elasticity).

In Figure 4, we identify the crack pattern for three different displacement steps for the elastic test case. The locally pre-refined mesh is displayed in Figure 3.
Figure 3: Example 4.1: Single edge notched tension test: configuration (left) and mesh. Here, on the bottom in $y$-direction, the specimen is fixed, and we have a Dirichlet boundary force in $y$-direction on the top boundary.

Figure 4: Example 4.1: Single edge notched tension test: crack pattern for three different displacement steps.
Figure 5: Example 1: Single edge notched tension test: load-displacement curves (left) and crack energies elasticity and elasto-plasticity. The load is measured along the top boundary. In both plots, we observe the influence of plasticity. In the left figure, the surface load on the top boundary is much lower in the elasto-plasticity setting because energy is dissipated to plastic regions. In contrast, the energy drop in elasticity is unstable and brutal. In the right figure, the crack energy increase (and therefore the crack development) is much slower in elasto-plasticity than in elasticity.

4.2. A screw tension test with elastic and elasto-plastic materials

In this section, the previous benchmark setting is extended to a realistic screw tension test. In addition to numerical findings, experimental results are used to compare crack pattern and material failure in screw production.

Description and setup

The production of screws usually takes place on a rolling machine. In this type of thread rolling the tools penetrate directly to the core diameter of the screw at the beginning of the forming process and displace the material of the workpiece to form a thread flank. This means that the thread flank comes into being step by step due to the material flow in the rolling dies. In this way a closing wrinkle is formed in the middle of thread flanks. If the set up of the rolling machine is not correctly or there is a bad wire quality or incorrect dimensions of the bolt or already used rolling tools, material damage in the form of cracks or hollow-rolled screws is likely. Due to the increasingly safety-related applications, the demands on the rolled threads are immensely increasing, so cracks inside the screws can hardly be tolerated. Numerous experimental tests were carried out by provoked faulty set ups of the rolling machine in order to investigate the effects of cracks and hollow-rolled screws with different positions and lengths of the cracks. These screws were investigated with typical metallographic methods to characterize the material damage. The experimental tensile tests are qualitatively compared with finite element simulations. For the finite element simulation, the screw was meshed as a 2D model with the open source software gmsh [27], see Figure 6. The overall number of elements is specified below.
Figure 6: Examples 4.2: Mesh of screw simulation. The screw is fixed at the bottom, at top we have non-homogeneous Dirichlet conditions in \( y \)-direction (uniform tension). The units are in mm.

Configuration, geometry, and mesh

We consider a screw geometry which is designed according to experimental data. The screw geometry is displayed in Figure 6 and has a total length of 17.20 mm and (outer) radius of 3 mm. We work on globally and locally refined meshes with hanging nodes. Specifically, in the main Section 4.2.1, the simulation is performed on three different mesh levels in order to check mesh sensitivity. Here, the levels \( L = 1 + 0 \) (once globally refined), \( L = 1 + 1 \) (once globally and once locally in the top region \(-5 \text{mm} \leq y \leq 0 \text{mm}\)), and \( L = 1 + 2 \) (once globally and two times local refinement) are considered. Level 1 + 0 has 13760 mesh elements, \( L = 1 + 1 \) has 20360 mesh elements, and \( L = 1 + 2 \) has 46580 mesh elements.
Parameters
We keep the material parameters as in the previous examples. As model parameters, we choose $\gamma = 100$, $\kappa = 10^{-6} h$, $\epsilon = 2 h$ mm, $\Delta t = 10^{-2}$ s and we perform the computations until the screw is damaged, which is dependent on the specific example and usually occurs between 20 and 40 increment time steps. Specifically, we fix the screw at the bottom and pull the head by 0.01 mm per time step (here per second), which is in agreement with experimental setups. This corresponds to a constant pulling-velocity.

Quantities of interest and mesh sensitivity
As quantities of interest, the total time $T$ is taken into account when the screw is fully damaged; secondly, the time when the cracks start growing; and thirdly, the crack pattern. Finally, we also observe in the first test the numerical stability under mesh refinement. Here, we notice that the mesh orientation is arbitrary and the crack is not aligned with mesh edges. Consequently, we can test if crack growth is independent of the underlying mesh (we also refer to [28], which discusses aspects when the crack follows the mesh or vice versa and additionally mesh sensitivity studies in [15] for a symmetric three point benchmark).

Outline and motivation of the following numerical tests
In the following, we provide different numerical simulations with increasing complexity. We first start with a completely undamaged screw without any cracks that is subject to tensile stresses. Next, a screw with cracks in thread flanks and cores is considered. In the final tests, a hollow-rolled screw is investigated. This final test is also the situation that is faced in the production processes of screws and it is important to understand the mechanisms under which circumstances cracks develop and then propagate.

4.2.1. Crack nucleation due to high stresses
In this first screw study, we investigate an intact screw that is subject to tensile loads and fixed at the bottom. This numerical set-up is ideal in the sense that we cannot run similar experimental tests since screws have always preexisting cracks. Consequently, a one-to-one comparison is not possible. Instead, we provide experimental results from fatigue tests with a few cycles that finally result in the same crack pattern as obtained from the numerical simulations. These numerical simulations with ideal screws offers fruitful insight that are not possible to gain with experiments. In the course of these tests, we notice that we take advantage of one of the major advantages of the phase-field approach for crack modeling, namely its capability for crack nucleation. These exactly develop in regions with highest stresses.
Figure 7: Example 4.2.1 in which cracks nucleate due to high stresses: Global mesh $L = 1 + 0$ and locally refined meshes $L = 1 + 1$ and $L = 1 + 2$. The units are in mm.

Figure 8: Example 4.2.1 in which cracks nucleate due to high stresses: Zoom-in to the locally refined mesh $L = 1 + 2$ to illustrate the hanging nodes in which the coarser mesh matches the finer mesh. The units are in mm.

Figure 9: Example 4.2.1 in which cracks nucleate due to high stresses: Final crack pattern on the globally-refined mesh $L = 1 + 0$ and locally refined meshes $L = 1 + 1$ and $L = 1 + 2$. The final crack pattern (at the head of the screw) has the same qualitative structure on all meshes, which is a strong indication that the numerical simulations are stable and robust. The units are in mm.
Figure 10: Example 4.2.1 in which cracks nucleate due to high stresses: Phase-field variable for different times $T = 0, 24, 25, 26 \text{ [s]}$. As before, cracked regions are denoted in red. We identify that the cracks develop at $T = 24 \text{s}$ which corresponds to a displacement of 0.24 mm. The screw fails at $T = 26 \text{s}$. The spatial units are in mm.

In Figure 7, we provide different spatially-refined meshes that are used for the finite element simulations. A zoom-in is provided in Figure 8 displaying the hanging-nodes where the fine mesh changes to a coarser mesh. Our first results in Figure 9 demonstrate that the crack path is independent of the mesh. This is an essential observation because it is of most importance that the phase-field method does not depend on the mesh. Here, we also refer to [28] who introduce anisotropic mesh refinement and discuss several aspects of mesh-dependence. Further detailed studies if crack growth is independent of the mesh are provided in [12] and [15].

In Figure 10, we provide a sequence of snapshots at different times displaying the crack pattern. As expected it develops in the head-piston region where the stresses are high. We notice that the crack propagates quickly within two time steps. This is expected behavior in brittle materials using elasticity as underlying solid model.

These results are now compared to elasto-plastic materials. Here as in the first example, the plastic flow rule is chosen as $\sigma_0 = \sqrt{2/3} \cdot 450 \text{ [20]}$ and fixed. The energy release rate $G_c$ is kept fixed. For other modeling choices of $G_c$, we
refer the reader to [17] and [18]. In elasto-plastic settings we expect moderate crack propagation in comparison to brittle materials. Indeed observing the time steps of crack development in Figure 10 for brittle materials and in Figure 11 for ductile fracture in elasto-plasticity, the crack development in the elasto-plastic material is much more moderate than in brittle modeling.

Figure 11: Example 4.2.1: Crack propagation (in red) in elasto-plasticity at times $T = 0, 10, 20$ and $T = 30$ using $G_c = 2.7 \text{N/mm}$ (as for the elastic case). Similar pattern are obtained for $G_c = 5.4 \text{N/mm}$. However, in that case the final pattern is obtained at time step 45 for which we also refer to Figure 12. The spatial units are in $\text{mm}$. 
In Figure 12, crack growth is studied in pure elastic materials with $G_c = 2.7\text{N/mm}$, elasto-plastic with the same energy release rate $G_c = 2.7\text{N/mm}$ and finally elasto-plastic with a higher energy release rate $G_c = 5.4\text{N/mm}$. The crack energy increases once the crack starts developing and then propagating. Here, in the elasto-plastic setting with $G_c = 2.7\text{N/mm}$, the crack starts slightly earlier in its formation around time step 7 whereas the other two start at time step 9. After this we clearly see expected behavior, the crack in elasticity (brittle crack growth) becomes brutal and very fast between time steps $21-25$ until the material is broken and the energy remains therefore constant. In the broken material, no new cracks develop and consequently the crack energy does not further increase. In the elasto-plastic settings (ductile fracture), the crack formation and propagation is much slower and the final crack energy much less than in the elastic setting. In the case with $G_c = 2.7\text{N/mm}$, the material is broken at time step 30 and in the $G_c = 5.4\text{N/mm}$ test case, the material is completely damaged at time step 45. All results are reasonable and show well expected behavior since crack growth in brittle material is brutal whereas in elasto-plasticity the transition from undamaged to broken material is much longer and for the same setting, the elasto-plastic material is broken after its corresponding elastic setting. We finally recall that the energy release rate should be higher in plasticity due to plastic dissipation. In our work, we just choose a higher number for the energy release rate and refer to the literature, e.g., [17, 18] and similar references for other modeling choices. In our work, we compare the elastic $G_c$ to a number that is twice higher.
In Figure 13, experimental results are displayed. These results were obtained from a fatigue test with only a few cycles. It is interesting to notice that the crack behavior of the experimental fatigue test corresponds to the numerical results of the tensile test of the undamaged screw. Despite the fact that these configurations are not the same we can draw relevant conclusions from it. It is known that under high (notched) stresses the head of the screw will be cracked whereas low (cyclic) stresses lead to lower (notched) stresses near the head but induce cracks due to fatigue in the flanks and cores where initially closed wrinkle cracks were present. Under high loads, the local stresses in the head-piston region are responsible for the damage. Since in experimental setups, testing without any pre-existing cracks is not possible, we performed these numerical simulations and compared it to the most reasonable corresponding experimental set-up.

Figure 13: Example 4.2.1: Comparison to experimental tests in which the screw fails at the same point as obtained in the numerical simulation.
4.2.2. Two cracks in the thread flank and two cracks in cores (Part I) and cracks in all thread flanks and all cores (Part II)

We extend the previous example and prescribe initial cracks in the thread flanks and cores, which is motivated by experimental data as displayed in Figure 14. The goal of this test is to detect which cracks (i.e., in the flanks or cores) contribute to material failure. In the first set of computations, two cracks in flanks and cores are assumed. Then, we perform a second set of tests in which initial cracks in all flanks and cores are given. In contrast to the previous example, the screw is now initially damaged between the cores instead of the head. The goal in performing two sub-tests is to study if the number of initial cracks and their location contributes to damage.

Figure 14: Examples 4.2.2: Experimental test. The crack propagates 45° degree to the main tensile principal stress. These pictures show a typical failure after a tensile test of screws.

Figure 15: Example 4.2.2: Elastic brittle material in which four initial cracks are described in the flanks and cores. As before, cracked regions are denoted in red. The unit is in mm.
Good agreement of the crack pattern between experimental results and numerical simulations is observed in the Figures 16 and 17. Furthermore, it is monitored that the crack growths at 45° degrees to the main principal stresses. The experimental results of a tensile test with screws is shown in Figure 14. After crack initiation in the core of the screw there is crack propagation in a 45° angle to the principal normal stress. This type of ductile failure as shown in Figure 14 was observed at all samples with cracks in the flanks and cores of the screw.

Figure 16: Example 4.2.2: Elastic brittle material in which two cracks are described in the flanks and cores. Here, the phase-field variable is shown at different times $T = 14, 16, 19, 20$. As before, cracked regions are denoted in red. The unit is in mm.
Figure 17: Example 4.2.2: Elastic brittle material in which initial cracks are described in all flanks and cores: Phase-field variable at different times $T = 14, 16, 19, 25$. As before, cracked regions are denoted in red. The unit is in mm.
4.2.3. Cracks in all flanks and cores and 3mm-in-length hollow-rolled screw

In addition to the previous tests, we now assume a hollow-rolled region inside the screw. This is a common artefact during the production process of screws as illustrated in Figure 1. In these two final elastic examples, we study the influence of the hollow-rolled region on crack propagation in tension. The experimental result of a crack is displayed in Figure 18. As also seen in the numerical simulations, the screw will crack between two core regions. In addition, the head of the screw is still intact (at left), which is in contrast to the crack nucleation tests from Section 4.2.1. Experimental data and numerical simulations show good agreement in the qualitative propagation of cracks.

Figure 18: Examples 4.2.3 and 4.2.4: Experimental test with a hollow-rolled region.

This type of crack propagation is the same as described before, but the position of the ductile failure is slightly closer to the head of the screw. The crack pattern obtained from simulations are shown in Figure 19.
Figure 19: Example 4.2.3 in an elastic brittle material with initial cracks in all flanks and cores and the 3mm hollow-rolled screw: Phase-field variable. Here, we see crack branching, coalescing and non-planar growth. The unit is in mm.
4.2.4. Cracks in all flanks and cores and 6mm-in-length hollow-rolled screw

In this example, we extend the hollow-rolled region to 6mm. In addition, we compare again between brittle material and elasto-plastic modeling.

![Figure 20: Example 4.2.4 in a brittle material with initial cracks in all flanks and cores and the 6mm hollow-rolled screw: Crack propagation (in red) at T = 0, 17, 18, 19. All units are in mm.](image)

First, we observe that crack initiation takes place in the thread core between the third and the fourth thread flank. Furthermore, our findings show different final crack pattern (see Figure 20 and 21); however both cracks grow again in a 45° angle which confirms the experimental observations. In addition, we see the same behavior as in Test 4.2.1; namely that ductile cracks develop earlier but the material needs longer to be completely cracked.
Here, crack propagation starts in the brittle material at $T = 17s$ and grows extremely fast. Two seconds later the sample fails. In contrast to Figure 20 it can be seen in Figure 21 that the crack starts to grow at $T = 7s$ and the final failure is at point $T = 15s$. This can be interpreted as a stress relaxation based on plasticity, which is well-known, e.g., observing the strain-stress diagram.
5. Conclusions

In this work, we proposed a phase-field formulation to solve crack propagation problems in elasticity and elasto-plasticity with final application to screw tension tests. Our approach consists of an elasto-plastic crack propagation formulation with a thermodynamically consistent phase-field model and its rate-dependent formulation within a robust augmented Lagrangian solution algorithm. First, benchmarks for code verification were considered. Then, the program code was used to simulate crack propagation in screws. Here, several different configurations were considered that included no initial material failure, initial cracks in flanks and thread cores, and initial cracks due to hollow-rolled regions. The simulation findings show that the presence of cracks in the thread flanks is less dangerous than initial cracks in the thread cores and a hollow-rolled region in the middle of the screws. Furthermore, it can be seen that the final failure of the hollow-rolled screw employing elasto-plastic material behavior starts earlier compared to the same setting without hollow-rolled area. Experimental verification tests show the same crack pattern and failure as obtained by numerical simulations. In conclusion, the numerical tests provided more insight on the effects of different positions and lengths of cracks in screws than only carrying out experiments. Moreover, experiments are not easy to carry out in general, specifically for the hollow-rolled screws such that numerical simulations are indispensable to better understand their material failure.
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