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AXEL KRÖNER

Abstract. In this paper semi-smooth Newton methods for optimal control problems governed by the dynamical Lamé system are considered and their convergence behavior with respect to superlinear convergence is analyzed. Techniques from Kröner, Kunisch, Vexler (2011), where semi-smooth Newton methods for optimal control of the classical wave equation are considered, are transferred to control of the dynamical Lamé system. Three different types of control actions are examined: distributed control, Neumann boundary control and Dirichlet boundary control. The problems are discretized by finite elements and numerical examples are presented.

1. Introduction

In this paper we analyze semi-smooth Newton methods for optimal control problems governed by the dynamical Lamé system with control constraints. The dynamical Lamé system can be seen as a mathematical model for the propagation of acoustic waves in solid materials and for the propagation of seismic waves.

We consider optimal control problems which fit in the following general setting:

(1.1) \[
\begin{align*}
\text{Minimize } & J(u, y) = G(y) + \frac{\alpha}{2} \|u\|_U^2, \\
\text{subject to } & y = S(u), \quad y \in Y, \quad u \in U_{ad} \subset U_\omega
\end{align*}
\]

with control space \( U_\omega \), state space \( Y \) and \( \alpha > 0 \). The control-to-state operator \( S: U_\omega \to Y \) is assumed to be affine-linear, the functional \( G: Y \to \mathbb{R} \) to be quadratic. The control and state space and the operators are defined in more detail in the next section. The choice of the control-to-state operator incorporates distributed as well as Neumann and Dirichlet boundary control problems of the dynamical Lamé system which we will consider later. The set of admissible controls is defined by \( U_{ad} = \{ u \in U_\omega \mid u_a \leq u \leq u_b \} \) for given \( u_a, u_b \in U_\omega \).

To specify the control-to-state operator we introduce the dynamical Lamé system. Let \( \Omega \subset \mathbb{R}^d, \ d = 1, 2, 3, \) be a bounded domain with \( C^2 \)-boundary (bounded
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interval if \( d = 1 \) and \( T > 0 \). We define \( \omega = \Omega \) in case of distributed control and \( \omega = \partial \Omega \) in case of Neumann and Dirichlet boundary control and set

\[
I = (0, T), \quad Q = I \times \Omega, \quad \Sigma = I \times \partial \Omega.
\]

Further, we introduce the strain tensor

\[
\varepsilon_{ij}(v) = \frac{1}{2}(\partial_i v_j + \partial_j v_i)
\]

and stress tensor

\[
\sigma_{ij}(v) = \lambda \delta_{ij} \text{tr}(\varepsilon(v)) + 2\mu \varepsilon_{ij}(v)
\]

for the Lamé parameters \( \lambda, \mu > 0 \) and \( i,j \in \{1, 2, \ldots, d\} \). Here, \( \text{tr}: \mathbb{R}^{d \times d} \to \mathbb{R} \) denotes the usual trace operator and \( \delta_{ij} \) the Kronecker delta symbol. In the case of distributed control the operator \( S \) is given by

\[
\begin{cases}
y_{tt} - \text{div} \sigma(y) = u & \text{in } Q, \\
y(0) = y_0 & \text{in } \Omega, \\
y_t(0) = y_1 & \text{in } \Omega, \\
y = 0 & \text{on } \Sigma,
\end{cases}
\]

in case of Neumann boundary control we consider

\[
\begin{cases}
y_{tt} - \text{div} \sigma(y) = f & \text{in } Q, \\
y(0) = y_0 & \text{in } \Omega, \\
y_t(0) = y_1 & \text{in } \Omega, \\
\sigma(y) \cdot n = u & \text{on } \Sigma
\end{cases}
\]

with outer normal \( n \), and for Dirichlet boundary control

\[
\begin{cases}
y_{tt} - \text{div} \sigma(y) = f & \text{in } Q, \\
y(0) = y_0 & \text{in } \Omega, \\
y_t(0) = y_1 & \text{in } \Omega, \\
y = u & \text{on } \Sigma.
\end{cases}
\]

To solve (1.1) with respect to one of the systems (1.2)–(1.4) we apply a semi-smooth Newton method (cf. [9, 23]). Semi-smooth Newton are efficient methods for a large class of optimization problems with partial differential equations; see, e.g., [8, 12, 13, 22]. The main contribution of this paper is an analysis of the convergence behavior of these Newton methods with respect to superlinear convergence. Thereby we proceed as in [12], where the convergence of semi-smooth Newton methods for optimal control problems governed by the wave equation is analyzed.

Semi-smooth Newton methods can be equivalently formulated as primal-dual active set methods (PDAS); cf. [8]. These methods exploit pointwise information of Lagrange multipliers for updating active and inactive sets. To ensure this property we will choose the control space \( U_\omega \) as a set of \( L^2 \)-functions; cf. the discussion in [13].

To derive superlinear convergence we need some smoothing property of the operator mapping the control to the adjoint state and Neumann traces of the adjoint state, respectively. In case of distributed and Neumann boundary control this smoothing property is given. However, in case of Dirichlet control this condition
is not given in general. Therefore we consider a strongly damped dynamical Lamé system given by

\[
\begin{align*}
  y_{tt} - \text{div} \sigma(y) - \rho \text{div} \sigma(y_t) &= f \quad \text{in } Q, \\
  y(0) &= y_0 \quad \text{in } \Omega, \\
  y_t(0) &= y_1 \quad \text{in } \Omega, \\
  y &= u \quad \text{on } \Sigma
\end{align*}
\]

with damping parameter \( \rho > 0 \) leading to higher regularity of the adjoint state and superlinear convergence of the Newton method. Control problem (1.1) with \( S \) given by the control-to-state operator of (1.5) with small \( \rho > 0 \) can be interpreted as a regularized optimal Dirichlet boundary control problem of the dynamical Lamé system.

The control problems under consideration are discretized by finite elements similar to [12] and numerical examples are presented.

For further publications on optimal control of second order hyperbolic equations see, e.g., the recent papers on time optimal control [24], adaptive finite element methods [10], and control problems with state constraints [7]. For results in the context of controllability for the dynamical Lamé system we refer to [1] and for the wave equation to [4], where an overview about some recent results is presented.

This paper is organized as follows: In Section 2 the semi-smooth Newton method is formulated for an abstract optimal control problem and conditions for superlinear convergence are presented, in Section 3 existence and regularity results for the dynamical Lamé system are derived, in Section 4 the optimal control problems are formulated and the convergence of the semi-smooth Newton method applied to these problems is analyzed, in Section 5 the control problems are discretized, and in Section 6 numerical examples are presented.

2. Semi-smooth Newton method for a general control problem

In this section we formulate an optimal control problem in an abstract setting and present conditions under which a semi-smooth Newton method applied to this control problem converges superlinearly.

Thereby and throughout this paper we use the following notation. For Banach spaces \( E, Z \) let \( \mathcal{L}(E, Z) \) denote the set of linear and continuous mappings from \( E \) to \( Z \). Further, we use the usual notion for Lebesgue and Sobolev spaces and set \( L^2(E) = L^2(0, T; E) \), \( H^s(E) = H^s(0, T; E) \), \( s \in [0, \infty) \), \( W^{1,\infty}(E) = W^{1,\infty}(0, T; E) \), \( C(E) = C([0, T]; E) \), and \( C^1(E) = C^1([0, T]; E) \). Moreover, we will use the following notations for inner products

\[
(\cdot, \cdot) = (\cdot, \cdot)_{L^2(\Omega)^d}, \quad (\cdot, \cdot)_I = (\cdot, \cdot)_{L^2(I)^d}, \quad (\cdot, \cdot)_I = (\cdot, \cdot)_{L^2(I)^d}
\]

and the \( L^2 \)-norm on \( \Omega \) is denoted by \( \|\cdot\| \). \( C > 0 \) denotes a generic constant.

We recall the notion of Newton differentiability for mappings \( F: D \subset E \to Z \).

**Definition 2.1.** The mapping \( F: D \subset E \to Z \) is called Newton differentiable in the open subset \( U \subset D \) if there exists a family of generalized derivatives \( G: U \to \mathcal{L}(E, Z) \) such that

\[
\lim_{h \to 0} \frac{1}{\|h\|_E} \|F(x + h) - F(x) - G(x + h)h\|_Z = 0
\]

for every \( x \in U \).
This type of differentiability allows to define a generalized Newton method; see [8, 21].

**Theorem 2.2.** Let \( x^* \in D \) be a solution to \( F(x) = 0 \), \( F \) be Newton differentiable with Newton derivative \( G \) in an open neighborhood \( U \) containing \( x^* \), and

\[
\{ \| (G(x)^{-1})_L(z,E) \| \mid x \in U \}
\]

be bounded. Then for \( x_0 \in D \) the semi-smooth Newton iteration

\[
x_{k+1} = x_k - G(x_k)^{-1}F(x_k), \quad k \in \mathbb{N}_0,
\]

converges superlinearly to \( x^* \) provided that \( \| x_0 - x^* \|_E \) is sufficiently small.

**Remark 2.3.** The composition of a Newton and Fréchet differentiable map is again Newton differentiable; see [9, p. 238]. It is well-known, that a candidate for a Newton derivative of the max-operator is given by

\[
G_{\text{max}}(v)(t,x) = \begin{cases} 
1 & \text{if } v(t,x) \geq 0, \\
0 & \text{if } v(t,x) < 0
\end{cases}
\]

for real-valued functions \( v \) on \( I \times \omega \). Further, the operator

\[
\text{max}: L^r(L^r(\omega)) \to L^q(L^q(\omega))
\]

with \( 1 \leq q < r < \infty \) is Newton differentiable on \( L^r(L^r(\omega)) \) with Newton derivative (2.2); see [8]. For functions \( v \) defined on \( I \times \omega \) with values in \( \mathbb{R}^d \) we define the \textbf{max}- and \textbf{min}-operators by components

\[
\text{max}(0,v) = v, \quad v_i = \max(0,v_i), \quad i = 1, \ldots, d, \quad v \in \mathbb{R}^d, \\
\text{min}(0,v) = v, \quad v_i = \min(0,v_i), \quad i = 1, \ldots, d, \quad v \in \mathbb{R}^d.
\]

Consequently, we derive from Definition 2.1 the Newton differentiability of

\[
\text{max}: L^r(L^r(\omega)^d) \to L^q(L^q(\omega)^d)
\]

for \( 1 \leq q < r < \infty \). The corresponding result holds also for the \textbf{min}-operator. The Newton differentiability of these operators is applied later in this section.

To formulate the functional analytic setting of the control problem under consideration we define the spaces

\[
V_0 = H^1_0(\Omega)^d, \quad V = H^1(\Omega)^d, \quad H = L^2(\Omega)^d
\]

and further, the state and control space

\[
Y = L^2(H), \quad U_\omega = L^2(L^2(\omega)^d).
\]

We consider general linear quadratic optimal control problems of type (1.1) with control-to-state operator

\[
S: U_\omega \to Y, \quad S(u) = T(u) + \bar{y}
\]

with \( T \in \mathcal{L}(U_\omega, Y) \) and \( \bar{y} \in Y \). The functional \( G: Y \to \mathbb{R} \) is assumed to be quadratic with \( G': L^2(H) \to L^2(H) \) affine linear and

\[
(G''(y)v,v) \geq 0
\]

for all \( y \in L^2(H) \) and all \( v \in L^2(H) \). The set of admissible controls is given by

\[
U_{\text{ad}} = \{ u \in U_\omega \mid u_a \leq u \leq u_b \text{ in } I \times \omega \}
\]

for \( u_a, u_b \in U_\omega \).
The existence of a unique global solution of the control problem (1.1) with control-to-state operator (2.4), functional $G$ defined as above, and with the set of admissible controls (2.5) follows by standard arguments; see, e.g., [15].

To derive optimality conditions we introduce the reduced cost functional
\[ j: U_\omega \to \mathbb{R}, \quad j(u) = G(S(u)) + \frac{\alpha}{2} \|u\|_{U_\omega}^2 \]
and reformulate the optimal control problem equivalently as
\[
\text{Minimize} \quad j(u), \quad u \in U_{ad}.
\]
Then the necessary optimality condition can be formulated as
\[
F(u) = 0 \quad (2.6)
\]
with $F: U_\omega \to U_\omega$ given by
\[
F(u) = \alpha(u - u_b) + \max(0, \alpha u_b - q(u)) + \min(0, q(u) - \alpha u_a)
\]
and $q: U_\omega \to U_\omega$ by
\[
q(u) = -T^*G'(S(u)). \quad (2.7)
\]
This can be obtained by standard arguments; cf. [11, 12]. We apply a semi-smooth Newton method to solve equation (2.6) and analyze its convergence behavior. To ensure superlinear convergence of the semi-smooth Newton method we need the following assumption.

**Assumption 2.4.** The operator $q$ defined in (2.7) is a continuous affine-linear operator
\[
q: L^2(L^2(\omega)^d) \to L^r(L^r(\omega)^d)
\]
for some $r > 2$.

In Section 4 we will check whether this assumption is satisfied in case of distributed, Neumann boundary and Dirichlet boundary control of the dynamical Lamé system.

Assumption 2.4 guarantees the Newton differentiability of the operator $F$. Let $X$ denote the real-valued functions on $I \times \omega$ and $X$ the $\mathbb{R}^d$-valued functions on $I \times \omega$. To formulate the Newton derivative of $F$ we use the generalized derivatives of $\max$- and $\min$-operators chosen as
\[
(G_{\max}(v)\phi)(t, x) = ((G_{\max}(v_1)\phi_1)(t, x), \ldots, (G_{\max}(v_d)\phi_d)(t, x))^T,
\]
\[
(G_{\min}(v)\phi)(t, x) = ((G_{\min}(v_1)\phi_1)(t, x), \ldots, (G_{\min}(v_d)\phi_d)(t, x))^T
\]
for $v = (v_1, \ldots, v_d)^T \in X$ and $\phi = (\phi^1, \ldots, \phi^d)^T \in U_\omega$ with
\[
(G_{\max}(w)\psi)(t, x) = \begin{cases} 
\psi(t, x) & \text{if } w(t, x) \geq 0, \\
0 & \text{if } w(t, x) < 0,
\end{cases}
\]
\[
(G_{\min}(w)\psi)(t, x) = \begin{cases} 
\psi(t, x) & \text{if } w(t, x) \leq 0, \\
0 & \text{if } w(t, x) > 0
\end{cases}
\]
for $v \in X$ and $w \in L^2(L^2(\omega))$, $(t, x) \in I \times \omega$. Thus, Assumption 2.4, Remark 2.3 and property (2.3) imply, that the operator $F: U_\omega \to U_\omega$ is Newton differentiable.
with generalized derivative $G_F(u) \in \mathcal{L}(U_\omega, U_\omega)$ given as
\begin{equation}
G_F(u)h = ah + G_{\max}(\alpha u - q(u)) T^* G''(S(u))Th - G_{\min}(q(u) - \alpha u) T^* G''(S(u))Th
\end{equation}
for $u_a, u_b \in L^r(L^r(\omega)^d)$, $r > 2$.

We want to apply Theorem 2.2 to derive superlinear convergence. Therefore we further need the boundedness of the inverse of $G_F(u)$.

**Lemma 2.5.** There exists a constant $C_G > 0$, such that
\begin{equation}
\|G_F(u)^{-1}(w)\|_{U_\omega} \leq C_G \|w\|_{U_\omega}
\end{equation}
for all $w \in U_\omega$ and for each $u \in U_\omega$.

**Proof.** The proof follows the argumentation of [12, Proof of Lemma 2.9], but we have to make some modifications. Let for $i = 1, \ldots, d$
\begin{align*}
I_i &= \{(t, x) \in I \times \omega : \alpha u_a(t, x)_i \leq q(u)_i(t, x) \leq \alpha u_b(t, x)_i\}, \\
A_i &= (I \times \omega) \setminus I_i,
\end{align*}
where the index $i$ denotes the $i$th component and $u_a, u_b \in U_\omega$. By $\chi_{I_i}$ we denote the characteristic function of the set $I_i$ and by $\chi_{A_i}$ the characteristic function of $A_i$ for $i = 1, \ldots, d$.

Let $h \in U_\omega$ and set
\begin{equation}
w = G_F(u)(h).
\end{equation}
There holds
\begin{equation*}
G_F(u)(h) = (g_1, \ldots, g_d)^T
\end{equation*}
with
\begin{equation*}
g_i = \begin{cases}
\alpha h_i & \text{on } A_i, \\
\alpha h_i + (T^* G''(S(u))Th)_i & \text{on } I_i.
\end{cases}
\end{equation*}
We define
\begin{align*}
h_A &= (h_1 \chi_{A_1}, \ldots, h_d \chi_{A_d})^T, \\
h_I &= (h_1 \chi_{I_1}, \ldots, h_d \chi_{I_d})^T, \\
w_A &= (w_1 \chi_{A_1}, \ldots, w_d \chi_{A_d})^T, \\
w_I &= (w_1 \chi_{I_1}, \ldots, w_d \chi_{I_d})^T
\end{align*}
with $h = (h_1, \ldots, h_d)^T$ and obtain
\begin{equation}
\|h_A\|_{U_\omega} = \frac{1}{\alpha} \|w_A\|_{U_\omega}.
\end{equation}
By taking the inner product of (2.10) with $h_I$ we find
\begin{equation*}
\alpha \|h_I\|_{U_\omega}^2 + (G''(S(u))Th)_I = (w, h_I)_I
\end{equation*}
implying that
\begin{equation*}
\alpha \|h_I\|_{U_\omega}^2 + (G''(S(u))Th)_I = (w, h_I)_I - (G''(S(u))Th_A, Th_I)_I.
\end{equation*}
Thus, since $G''$ is non-negative, we obtain
\begin{equation*}
\alpha \|h_I\|_{U_\omega}^2 \leq \|w_I\|_{U_\omega} \|h_I\|_{U_\omega} + K \|h_A\|_{U_\omega} \|h_I\|_{U_\omega}
\end{equation*}
for a constant $K$ independent of $h$ and $u$. As a direct consequence we have
\begin{equation}
\alpha \|h_I\|_{U_\omega} \leq \|w_I\|_{U_\omega} + K \|h_A\|_{U_\omega} \leq \|w_I\|_{U_\omega} + \frac{K}{\alpha} \|w_A\|_{U_\omega}.
\end{equation}
Finally, the assertion follows by (2.11) and (2.12).
Thus, we can state the superlinear convergence result.

**Theorem 2.6.** Let Assumption 2.4 be fulfilled and \( u^* \in U_\omega \) be a solution to the optimal control problem under consideration. Then, for \( u_0 \in U_\omega \) the semi-smooth Newton method

\[
G_F(u_k)(u_{k+1} - u_k) + F(u_k) = 0, \quad k = 0, 1, 2, \ldots,
\]

(2.13)

converges superlinearly if \( \| u_0 - u^* \|_{U_\omega} \) is sufficiently small.

**Proof.** This follows from Theorem 2.2, Lemma 2.5, and (2.8). □

**Remark 2.7.** The semi-smooth Newton method (2.13) is equivalent to a primal-dual active set method (PDAS), cf. [12], which we will apply for the numerical realization. If two successive active sets of the PDAS method are equal, the solution is found. This condition will be used as a stopping criterion for the numerical examples.

To verify superlinear convergence of the semi-smooth Newton method applied to the problems under consideration Assumption 2.4 has to be verified for the different optimal control problems. Therefore, we derive some regularity results for the Lamé system in the next section.

### 3. The dynamical Lamé system

In this section we recall some results on existence and regularity of the solutions of the dynamical Lamé systems given in (1.2)–(1.4). Furthermore we prove some regularity results for the strongly damped Lamé system (1.5).

We start our consideration with an existence result for the homogeneous system.

#### 3.1. Homogeneous system.

For the homogeneous dynamical Lamé system there holds the following existence result.

**Theorem 3.1.** Let \( W = V_0 \) in case of homogeneous Dirichlet boundary conditions and \( W = V \) in case of homogeneous Neumann conditions. For \( f \in L^2(H) \), \( y_0 \in W \), and \( y_1 \in H \) there exists a unique solution

\[
y \in C(W) \cap C^1(H) \cap H^2(W^*),
\]

of the system

\[
\begin{aligned}
y_{tt} - \text{div} \sigma(y) &= f \quad \text{in } Q, \\
y(0) &= y_0 \quad \text{in } \Omega, \\
y_t(0) &= y_1 \quad \text{in } \Omega
\end{aligned}
\]

(3.1)

with either homogeneous Dirichlet or Neumann boundary conditions. The solution satisfies the variational formulation

\[
(y_{tt}, \xi) + \lambda(\text{div}(y), \text{div}(\xi)) + 2\mu(\varepsilon(y) : \varepsilon(\xi)) = (f, \xi) \quad \forall \xi \in W, \quad t \in (0, T)
\]

(3.2)

with \( y(0) = y_0 \) and \( y_t(0) = y_1 \) (here we use the notation \( A : B = \text{tr}(A^TB) \) for matrices \( A, B \in \mathbb{R}^{\nu \times \nu} \), \( \nu \in \mathbb{N} \)).

**Proof.** The proof follows standard arguments which we recall shortly. We define the form

\[
a: W \times W \to \mathbb{R}, \quad a(v, w) = \lambda(\text{div}(v), \text{div}(w)) + 2\mu(\varepsilon(v) : \varepsilon(w)).
\]

(3.3)
Using Korn’s first inequality we obtain for $y \in W$

\[(3.4) \quad a(y, y) \geq \lambda \|\text{div}(y)\|^2 + 2\mu \int_{\Omega} \varepsilon(y) : \varepsilon(y) \, dx \geq C \|y\|_{W^1}^2 - 2\mu \|y\|^2.\]

Furthermore, the form $a$ is continuous, i.e.

\[a(y, v) \leq (\lambda + 2\mu) \|y\|_{W^1} \|v\|_{W^1}\]

for $y, v \in W$. Thus, we can apply [16, p. 271] and obtain the proposed assertion.

\[\square\]

### 3.2. Inhomogeneous Neumann problem.

The system with inhomogeneous Neumann boundary condition is given by

\[\begin{aligned}
  y_{tt} - \text{div} \sigma(y) &= f \quad \text{in } Q, \\
  y(0) &= y_0 \quad \text{in } \Omega, \\
  y_t(0) &= y_1 \quad \text{in } \Omega, \\
  \sigma(y) \cdot n &= u \quad \text{on } \Sigma
\end{aligned}\]

with outer normal $n$. There exists a unique very weak solution of this system.

**Lemma 3.2.** For $u \in U_{\partial\Omega}$, $f \in L^1(V^*)$, $y_0 \in H$, and $y_1 \in V^*$ there exists a very weak solution $y \in L^2(H)$ of (3.5) satisfying

\[(3.6) \quad (y, g)_I = \int_0^T \langle f(t), \xi(t) \rangle_{V^*, V} \, dt - \langle y_0, \xi_t(0) \rangle + \langle y_1, \xi(0) \rangle_{V^*, V} + \langle u, \xi \rangle_I,
\]

where $\xi = \xi_g$ is the solution of

\[\begin{aligned}
  \xi_{tt} - \text{div} \sigma(\xi) &= g \quad \text{in } Q, \\
  \xi(T) &= 0 \quad \text{in } \Omega, \\
  \xi_t(T) &= 0 \quad \text{in } \Omega, \\
  \sigma(\xi) \cdot n &= 0 \quad \text{on } \Sigma
\end{aligned}\]

for $g \in L^2(H)$.

**Proof.** From Theorem 3.1 we obtain the boundedness of the right side in (3.6). Thus, the assertion follows by Riesz representation theorem. \[\square\]

### 3.3. Inhomogeneous Dirichlet problem.

The system with inhomogeneous Dirichlet boundary condition is given by

\[\begin{aligned}
  y_{tt} - \text{div} \sigma(y) &= f \quad \text{in } Q, \\
  y(0) &= y_0 \quad \text{in } \Omega, \\
  y_t(0) &= y_1 \quad \text{in } \Omega, \\
  y &= u \quad \text{on } \Sigma.
\end{aligned}\]

To derive existence of a solution in $Y$ for given $u \in U_{\partial\Omega}$ we need a hidden regularity result for the Neumann trace of the solution of the corresponding homogeneous system.
Lemma 3.3. For \( u \in U_{\partial \Omega}, \ f \in L^1(V_0^*), \ y_0 \in H, \) and \( y_1 \in V_0^* \) there exists a very weak solution \( y \in L^2(H) \) of (3.8) satisfying
\[
(3.9) \quad (y, g)_t = \int_0^T (f(t), \xi(t))_{V_0^*,V_0} dt - (y_0, \xi(0)) + (y_1, \xi(0))_{V_0^*,V_0} - \langle u, \sigma(\xi) \cdot n \rangle_t,
\]
where \( \xi = \xi_\sigma \) is the solution of
\[
(3.10) \quad \left\{ \begin{array}{l}
\xi_{tt} - \text{div} \sigma(\xi) = g \quad \text{in } Q,
\xi(T) = 0 \quad \text{in } \Omega,
\xi_t(T) = 0 \quad \text{in } \Omega,
\xi = 0 \quad \text{on } \Sigma
\end{array} \right.
\]
for \( g \in L^2(H) \).

Proof. As in the proof of Lemma 3.2 we will apply Riesz representation theorem. To show that the right side of (3.9) is bounded, the main task is, to verify some hidden regularity for the solution \( \xi \) of (3.10) namely \( \sigma(\xi) \cdot n \in L^2(L^2(\partial \Omega)^d) \). This corresponds for \( d = 1 \) to the well-known hidden regularity result for the wave equation; see [14]. The boundedness of the other terms of the right hand side of (3.9) follows by Theorem 3.1. The hidden regularity for the Lamé system is shown in [1, Proof of Proposition 1]. In this reference the case \( d = 3 \) is considered, but it holds for \( d = 2 \), too. Thus, existence follows by Riesz representation theorem. \( \square \)

Next we will study a strongly damped dynamical Lamé system given by
\[
(3.11) \quad \left\{ \begin{array}{l}
y_{tt} - \text{div} (y + \rho \text{div} y_t) = f \quad \text{in } Q,
y(0) = y_0 \quad \text{in } \Omega,
y_t(0) = y_1 \quad \text{in } \Omega,
y = u \quad \text{on } \Sigma
\end{array} \right.
\]
for \( 0 < \rho < \rho_0, \rho_0 \in \mathbb{R}^+ \). To formulate some existence result we first consider the corresponding homogeneous system with \( u \equiv 0 \).

Theorem 3.4. For \( u \equiv 0, \ f \in L^2(H), \ y_0 \in H^1_0(\Omega)^d \cap H^2(\Omega)^d, \) and \( y_1 \in V_0^* \), there exists a unique weak solution of (3.11)
\[
(3.12) \quad y \in H^2(L^2(\Omega)^d) \cap C^1(H^1_0(\Omega)^d) \cap H^1(H^2(\Omega)^d)
\]
defined by \( y(0) = y_0, \ y_t(0) = y_1 \) and
\[
(3.13) \quad (y_{tt}(s), \phi) + (\lambda + \mu)(\text{div} y(s), \text{div} \phi) + \mu(\nabla y(s) : \nabla \phi) + \rho(\lambda + \mu)(\text{div} y_t(s), \text{div} \phi) + \rho \mu(\nabla y_t(s) : \nabla \phi) = (f(s), \phi) \quad \forall \phi \in V_0 \text{ a.e. in } (0,T).
\]
Moreover, the a priori estimate
\[
(3.14) \quad \|y\|_{H^2(L^2(\Omega)^d) \cap C^1(H^1_0(\Omega)^d) \cap H^1(H^2(\Omega)^d)} \leq C \left( \|f\|_{L^2(H)} + \|\nabla y_0\| + \|\text{div} y_0\|
+ \|\Delta y_0\| + \|\nabla \text{div} y_0\| + \|\nabla y_1\| + \|\text{div} y_1\| \right)
\]
holds, where the constant \( C = C(\rho) \) tends to infinity as \( \rho \) tends to zero.
Before we prove the theorem we make a short remark on the variational formulation (3.13).

**Remark 3.5.** Let the data be given as in Theorem 3.4. Then, a solution of (3.11) with \( u \equiv 0 \) with satisfies the regularity condition in (3.12) is also a solution of the system

\[
\begin{aligned}
  y_{tt} - (\mu + \lambda) \nabla \text{div } y - \mu \Delta y - \rho (\lambda + \mu) \nabla y_t + \mu \Delta y_t &= f & \text{in } Q, \\
  y(0) &= y_0 & \text{in } \Omega, \\
  y_t(0) &= y_1 & \text{in } \Omega, \\
  y &= 0 & \text{on } \Sigma
\end{aligned}
\]

(3.15)

and conversely, a solution of (3.15) satisfying (3.12) is a solution of (3.11) with \( u \equiv 0 \). Consequently, a sufficient smooth solution of (3.13) is a solution of (3.11) with \( u \equiv 0 \).

To prove Theorem 3.4 we apply a Galerkin procedure.

**Proof of Theorem 3.4.** To apply a Galerkin procedure we construct solutions \( y_m \), \( m \in \mathbb{N} \), of finite dimensional approximations of (3.13) and pass to the limit \( m \to \infty \); cf. [12] and [5, Chap. 7]. Thus, the main task is to prove the estimate

\[
\|y\|_{H^2(L^2(\Omega)^d) \cap W^{1,\infty}(H_0^1(\Omega)^d) \cap H^1(H^2(\Omega)^d)} \leq C \left( \|f\|_{L^2(\Omega)} + \|\nabla y_0\| + \|\text{div } y_0\| + \|\Delta y_0\| + \|\nabla \text{div } y_0\| + \|\nabla y_1\| + \|\text{div } y_1\| \right)
\]

(3.16)

for these approximating functions \( y_m \) leading to existence of a solution \( y \) in

\[
H^2(L^2(\Omega)^d) \cap W^{1,\infty}(H_0^1(\Omega)^d) \cap H^1(H^2(\Omega)^d).
\]

(3.17)

Then the step to (3.12) follows by classical arguments; cf. [12, p. 838].

To prove (3.16) we proceed in five steps:

(i) We test (3.13) with \( y_t \). Then we obtain

\[
(y_{tt}(s), y_t(s)) + (\lambda + \mu) \langle \text{div } y(s), \text{div } y_t(s) \rangle + \mu \langle \nabla y(s) : \nabla y_t(s) \rangle + \rho (\lambda + \mu) \|\text{div } y_t\|^2 + \rho \mu \|\nabla y_t\|^2 = (f(s), y_t(s))
\]

(3.18)

and hence,

\[
\frac{1}{2} \frac{d}{dt} \|y_t\|^2 + \frac{1}{2} (\lambda + \mu) \frac{d}{dt} \|\text{div } y\|^2 + \frac{1}{2} \mu \frac{d}{dt} \|\nabla y\|^2
\]

\[
+ \rho (\lambda + \mu) \|\text{div } y_t\|^2 + \rho \mu \|\nabla y_t\|^2 = (f(s), y_t(s)).
\]

We integrate in time from 0 to \( t \), apply Gronwall’s lemma and obtain

\[
\|y_t(t)\|^2 + (\lambda + \mu) \|\text{div } y(t)\|^2 + \mu \|\nabla y(t)\|^2 + \rho (\lambda + \mu) \int_0^t \|\text{div } y_t(s)\|^2 ds
\]

\[
+ \rho \mu \int_0^t \|\nabla y_t(s)\|^2 ds \leq C \left( \|\nabla y_0\|^2 + \|y_1\|^2 + \|\text{div } y_0\|^2 + \|f\|_{L^2(\Omega)}^2 \right)
\]

(3.19)
(ii) Let $e(y) = -(\lambda + \mu)\nabla \text{div} y - \mu \Delta y$. Then we test (3.13) with $\phi = -e(y)$. We obtain

$$-(y_t(s), e(y)(s)) \leq \|e(y)(s)\|^2 + \rho (e(y_t)(s), e(y)(s)) = -(f(s), e(y)(s))$$

or equivalently

$$-(y_t(s), e(y)(s)) \leq \|e(y)(s)\|^2 + \frac{\rho}{2} \frac{d}{dt}\|e(y)(s)\|^2 = -(f(s), e(y)(s)).$$

Integrating in time from 0 to $t$ implies that

$$-\int_0^t (y_t(s), e(y)(s)) \, ds + \int_0^t \|e(y)(s)\|^2 \, ds + \frac{\rho}{2}\|e(y)(t)\|^2$$

$$\leq \frac{1}{2} \|f\|^2_{L^2(H)} + \frac{1}{2} \int_0^t \|e(y)(s)\|^2 \, ds + \frac{\rho}{2} \|\mu \Delta y_0 + (\lambda + \mu)\nabla \text{div} y_0\|^2.$$ 

For almost every $t \in (0, T)$ the first term on the left-hand side can be expressed as

$$-\int_0^t (y_t(s), e(y)(s)) \, ds = \int_0^t (y_t(s), e(y_t)(s)) \, ds - (y_t(t), e(y)(t))$$

$$+ (y_t(0), e(y)(0)) = -(\lambda + \mu) \int_0^t \|\text{div} y_t(s)\|^2 \, ds - \mu \int_0^t \|\nabla y_t(s)\|^2 \, ds$$

$$- (y_t(t), e(y)(t)) + (y_t(0), e(y_t)(0)).$$

Here, we have used the fact that $y_{tt} = y_t = 0$ on $\Sigma$ and $y_1 = 0$ on $\partial \Omega$. This yields

$$\int_0^t \|e(y)(s)\|^2 \, ds + \frac{\rho}{2}\|e(y)(t)\|^2 \leq \frac{1}{2} \|f\|^2_{L^2(H)} + \frac{1}{2} \int_0^t \|e(y)(s)\|^2 \, ds$$

$$+ \frac{\rho}{2} \|(\lambda + \mu)\nabla \text{div} y_0 + \mu \Delta y_0\|^2 + (\lambda + \mu) \int_0^t \|\text{div} y_t(s)\|^2 \, ds$$

$$+ \mu \int_0^t \|\nabla y_t(s)\|^2 \, ds + \frac{1}{\rho} \|y_t(t)\|^2 + \frac{\rho}{4}\|e(y)(t)\|^2 + \frac{1}{2}\|y_1\|^2$$

$$+ \frac{1}{2} \|(\lambda + \mu)\nabla \text{div} y_0 + \mu \Delta y_0\|^2.$$ 

Absorbing terms we derive

$$\frac{1}{2} \int_0^t \|e(y)(s)\|^2 \, ds + \frac{\rho}{4}\|e(y)(s)\|^2 \leq \frac{1}{2} \|f\|^2_{L^2(H)}$$

$$+ \frac{\rho + 1}{2} \|(\lambda + \mu)\nabla \text{div} y_0 + \mu \Delta y_0\|^2 + (\lambda + \mu) \int_0^t \|\text{div} y_t(s)\|^2 \, ds$$

$$+ \mu \int_0^t \|\nabla y_t(s)\|^2 \, ds + \frac{1}{\rho} \|y_t(t)\|^2 + \frac{1}{2}\|y_1\|^2$$

and with using (3.20) we obtain the estimate

$$(3.21) \int_0^t \|e(y)(s)\|^2 \, ds + \rho\|e(y)(t)\|^2$$

$$\leq C \left( \|\text{div} y_0\|^2 + \|\nabla y_0\|^2 + \|(\lambda + \mu)\nabla \text{div} y_0 + \mu \Delta y_0\|^2 + \|y_1\|^2 + \|f\|^2_{L^2(H)} \right).$$
(iii) We test (3.13) with $\phi = e(y_t)$. Then there holds

\[-(y_{tt}(s), e(y_t)(s)) + (e(y)(s), e(y_t)(s)) + \rho \|e(y_t)(s)\|^2 = -(f(s), e(y_t)(s)).\]

Integrating by parts in the first term we obtain for almost every $s$

\[
(\lambda + \mu) \frac{1}{2} \frac{d}{dt} \|\text{div } y_t(s)\|^2 + \mu \frac{1}{2} \frac{d}{dt} \|\nabla y_t(s)\|^2 + \frac{1}{2} \frac{d}{dt} \|e(y)(s)\|^2 \\
+ \rho \|e(y_t)(s)\|^2 = -(f(s), e(y_t)(s)).
\]

Integrating in time from 0 to $t$ we obtain

\[
(\lambda + \mu) \frac{1}{2} \|\text{div } y_t(t)\|^2 + \mu \frac{1}{2} \|\nabla y_t(t)\|^2 + \frac{1}{2} \|e(y)(t)\|^2 + \int_0^t \|e(y_t)(s)\|^2 \, ds \\
\leq \frac{1}{2\rho} \|f\|_{L^2(H)}^2 + \frac{\rho}{2} \int_0^t \|e(y_t)(s)\|^2 \, ds + (\lambda + \mu) \frac{1}{2} \|\text{div } y_t\|^2 + \frac{1}{2} \|\nabla y_0\|^2 + \int_0^t \|\nabla \text{div } y_0\|^2 \, ds.
\]

This implies the estimate

\[
(\lambda + \mu) \|\text{div } y_t(t)\|^2 + \mu \|\nabla y_t(t)\|^2 + \frac{1}{2} \|e(y)(t)\|^2 + \int_0^t \|e(y_t)(s)\|^2 \, ds \\
\leq \frac{C}{\rho} \left( \|f\|_{L^2(H)}^2 + \|\nabla y_t\|^2 + \|\text{div } y_t\|^2 + \|\text{div } y_0\|^2 + \|\nabla \text{div } y_0\|^2 \right).
\]

(iv) We test (3.13) with $\phi = y_{tt}$. Then we have

\[
\|y_{tt}(s)\|^2 - (e(y)(s), y_{tt}(s)) - \rho(e(y_t), y_{tt}(s)) = (f(s), y_{tt}(s))
\]

and thus,

\[
\int_0^t \|y_{tt}(s)\|^2 \, ds + \int_0^t \langle e(y_t)(s), y_{tt}(s) \rangle \, ds - (e(y)(t), y_{tt}(t)) \\
+ ((\lambda + \mu) \nabla y(0) + \mu \Delta y(0), y_t(0)) = \int_0^t (f, y_{tt}) ds + \rho \int_0^t (e(y_t)(s), y_{tt}(s)) ds.
\]

This implies

\[
\int_0^t \|y_{tt}(s)\|^2 \, ds \leq \|f\|_{L^2(H)}^2 + \frac{1}{4} \int_0^t \|y_{tt}(s)\|^2 \, ds + \frac{\rho^2}{2} \int_0^t \|e(y_t)(s)\|^2 \, ds \\
+ \frac{1}{2} \int_0^t \|y_{tt}(s)\|^2 \, ds + (\lambda + \mu) \int_0^t \|\text{div } y_t(s)\|^2 \, ds + \int_0^t \|\nabla y_t(s)\|^2 \, ds \\
+ \frac{1}{2} (\lambda + \mu) \|\text{div } y(t)\|^2 + \frac{1}{2} (\lambda + \mu) \|\text{div } y_t(t)\|^2 + \frac{1}{2} \mu \|\nabla y(t)\|^2 + \frac{1}{2} \mu \|\nabla y_t(t)\|^2 \\
+ \frac{1}{2} \mu \|\nabla \text{div } y_0 + \mu \Delta y_0\|^2 + 1 \|\nabla y_1\|^2.
\]

Absorbing terms and using (3.20) and (3.22) we obtain the estimate

\[
\int_0^t \|y_{tt}(s)\|^2 \, ds \leq \frac{C}{\rho} \left( \|f\|_{L^2(H)}^2 + \||\nabla y_0\|^2 + \|\text{div } y_0\|^2 + \|\Delta y_0\|^2 + \|\nabla \text{div } y_0\|^2 \\
+ \|\nabla y_1\|^2 + \|\text{div } y_1\|^2 \right).
\]
Finally, with the estimate [3, Lemma 2.2] for the stationary problem and estimates (3.20)–(3.23) we obtain (3.16).

\[ \Box \]

Now, we return to the inhomogeneous system (3.11) with general \( u \in U_{\partial \Omega} \).

**Theorem 3.6.** For \( u \in U_{\partial \Omega} \), \( f \in L^1(V_0^\ast) \), \( y_0 \in H \) and \( y_1 \in V^* \), system (3.11) possess a unique very weak solution \( y \in L^2(H) \) defined by

\[
(y, g)_I = \int_0^T \langle f, \xi \rangle_{V_0^\ast, V_0} dt - \langle y_0, \xi_t(0) \rangle + \langle y_1, \xi(0) \rangle_{V^*, V} - \langle u, \sigma(\xi) \cdot n \rangle_I \\
+ \rho(u, \sigma(\xi) \cdot n) - \rho(y_0, \sigma(\xi(0))) + \rho(y_0, \sigma(\xi(0)) \cdot n)
\]

with the solution \( \xi = \xi_g \) of

\[
\begin{cases}
\xi_{tt} - \div \sigma(\xi) - \rho \div \sigma(\xi_t) = g & \text{in } Q, \\
\xi(T) = 0 & \text{in } \Omega, \\
\xi_t(T) = 0 & \text{in } \Omega, \\
\xi = 0 & \text{on } \Sigma
\end{cases}
\]

for \( g \in L^2(H) \). Further, there holds the following estimate

\[
\| y \|_{L^2(H)} \leq C \left( \| u \|_{U_{\partial \Omega}} + \| y_0 \| + \| y_1 \|_{V^*} + \| f \|_{L^1(V_0^\ast)} \right)
\]

with constant \( C = C(\rho) \) tending to infinity for \( \rho \) tending to zero.

**Proof.** The right hand side of (3.24) defines a linear functional \( G(g) \) on \( L^2(H) \). Since by Theorem 3.4 there holds

\[
\| \xi_t(0) \| + \| \xi(0) \|_{V} + \| \div \sigma(\xi(0)) \| + \| \sigma(\xi(0)) \cdot n \|_{L^2(\partial \Omega)} + \| \sigma(\xi) \cdot n \|_{U_{\partial \Omega}} \\
+ \| \sigma(\xi_t) \cdot n \|_{U_{\partial \Omega}} + \| \xi \|_{L^\infty(V_0^\ast)} \leq C \| g \|_{L^2(H)},
\]

the functional is bounded. Thus, by Riesz representation theorem we obtain a solution \( y \in L^2(H) \).

\[ \Box \]

### 4. Optimal control problems and convergence analysis

In this section we formulate the optimal control problems for distributed, Neumann boundary and Dirichlet boundary control and check whether Assumption 2.4 is satisfied in these problems. Here we restrict the consideration to \( d = 2, 3 \).

#### 4.1. Distributed control

The optimal distributed control problem of the Lamé system reads as

\[
\begin{cases}
\text{Minimize } J(u, y) = G(y) + \frac{\alpha}{2} \| u \|^2_{V^2}, & u \in U_{\Omega}, \quad y \in Y, \quad \text{s.t.} \\
y_{tt} - \div \sigma(y) = f + u & \text{in } Q, \\
y(0) = y_0 & \text{in } \Omega, \\
y_t(0) = y_1 & \text{in } \Omega, \\
y = 0 & \text{on } \Sigma, \\
u_a \leq u \leq u_b & \text{a.e. in } Q
\end{cases}
\]

for \( f \in L^2(H), y_0 \in V_0, y_1 \in H, u_a, u_b \in L^r(L^r(\Omega)^d), r > 2, \) and \( \alpha > 0 \). We can directly formulate a result on superlinear convergence.
Theorem 4.1. The semi-smooth Newton method applied to the optimal distributed control problem (4.1) converges superlinearly.

Proof. In this case the operator \( q \) is given by

\[
q: U_{\Omega} \to U_{\Omega}, \quad q(u) = p(u),
\]

where \( p(u) \) is the solution of the adjoint system

\[
\begin{aligned}
    & p_{tt} - \text{div} \sigma(p) = -G'(y(u)) \quad \text{in } Q, \\
    & p(T) = 0 \quad \text{in } \Omega, \\
    & p_t(T) = 0 \quad \text{in } \Omega, \\
    & p = 0 \quad \text{on } \Sigma,
\end{aligned}
\]

(4.2)

with the corresponding state \( y(u) \). Here, \( G'(y(u)) \) denotes the \( L^2(H) \)-representative. From Theorem 3.1 we deduce that the adjoint state is in particular an element in

\[
L^2(H^1(\Omega)^d) \cap H^1(L^2(\Omega)^d) \hookrightarrow L^\mu(L^\mu(\Omega)^d)
\]

each time \( 1 \leq \mu < \infty \) for \( d = 2 \) and all \( 1 \leq \mu \leq 6 \) for \( d = 3 \). Thus, Assumption 2.4 is satisfied and we obtain superlinear convergence by Theorem 2.6.

\( \square \)

4.2. Neumann boundary control. The optimal Neumann boundary control problem of the Lamé system reads as

\[
\begin{aligned}
\text{Minimize} \quad & J(u, y) = G(y) + \frac{\alpha}{2} \|u\|_{U_{\partial \Omega}}^2 , \quad u \in U_{\partial \Omega}, \quad y \in Y, \\
\text{s.t.} \quad & y_{tt} - \text{div} \sigma(y) = f \quad \text{in } Q, \\
& y(0) = y_0 \quad \text{in } \Omega, \\
& y_t(0) = y_1 \quad \text{in } \Omega, \\
& \sigma(y) \cdot n = u \quad \text{on } \Sigma, \\
& u_a \leq u \leq u_b \quad \text{a.e. in } \Sigma.
\end{aligned}
\]

(4.3)

for \( f \in L^1(V^*) \), \( y_0 \in H \), \( y_1 \in V^* \), \( u_a, u_b \in L^r(L^r(\partial \Omega)^d), \ r > 2, \alpha > 0 \), and outer normal \( n \).

As in the previous case we obtain superliner convergence.

Theorem 4.2. The semi-smooth Newton method applied to the Neumann boundary control problem (4.3) converges superlinearly.

Proof. In this case the operator \( q \) is given by

\[
q: U_{\partial \Omega} \to U_{\partial \Omega}, \quad q(u) = p(u)|_{\Sigma},
\]

where \( p(u) \) is the solution of the corresponding adjoint system

\[
\begin{aligned}
    & p_{tt} - \text{div} \sigma(p) = -G'(y(u)) \quad \text{in } Q, \\
    & p(T) = 0 \quad \text{in } \Omega, \\
    & p_t(T) = 0 \quad \text{in } \Omega, \\
    & \sigma(p) \cdot n = 0 \quad \text{on } \Sigma.
\end{aligned}
\]

(4.4)

The solution of this system is an element in \( L^2(V) \cap H^1(H) \) by Theorem 3.1. Thus, in analogy to [12, Theorem 4.4] we derive, that Assumption 2.4 is satisfied and we obtain superlinear convergence by Theorem 2.6.

\( \square \)
4.3. Dirichlet boundary control. The optimal Dirichlet boundary control problem for the Lamé system reads as

\[
\begin{align*}
\text{Minimize} & \quad J(u, y) = G(y) + \frac{\alpha}{2} \|u\|_{U_{\partial\Omega}}^2, \quad u \in U_{\partial\Omega}, \quad y \in Y, \quad \text{s.t.} \\
y_t - \text{div} \sigma(y) = f & \quad \text{in } Q, \\
y(0) = y_0 & \quad \text{in } \Omega, \\
y_t(0) = y_1 & \quad \text{in } \Omega, \\
y = u & \quad \text{on } \Sigma, \\
u_a \leq u \leq u_b & \quad \text{a.e. in } \Sigma
\end{align*}
\]

(4.5)

for \( f \in L^1(V_0^*) \), \( y_0 \in H \), \( y_1 \in V_0^* \), \( u_a, u_b \in L^r(L^r(\partial\Omega)^d) \), \( r > 2 \) and \( \alpha > 0 \).

In this case the operator \( q \) is given by

\[
q : U_{\partial\Omega} \rightarrow U_{\partial\Omega}, \quad q(u) = -\sigma(p(u)) \cdot n,
\]

where \( p(u) \) is the solution of (4.2). By [1, Proof of Proposition 1] we have \( \sigma p \cdot n \in U_{\partial\Omega} \). In the one dimensional case, \( d = 1 \), the Lamé system (3.8) reads as

\[
y_{tt} - \lambda y_{xx} - 2\mu y_{xx} = f
\]

with corresponding boundary and initial condition. Thus for \( \lambda + 2\mu = 1 \) we obtain the classical wave equation with velocity of propagation \( c = 1 \). In [12, p. 846] it was shown, that in this case there is no smoothing of the operator \( q \) given. This is the reason why we consider a regularized optimal control problem in the sequel. Instead of the Lamé system we consider the strongly damped dynamical Lamé system leading to higher regularity of the adjoint state. The regularized problem is given by

\[
\begin{align*}
\text{Minimize} & \quad J(u, y) = G(y) + \frac{\alpha}{2} \|u\|_{U_{\partial\Omega}}^2, \quad u \in U_{\partial\Omega}, \quad y \in Y, \quad \text{s.t.} \\
y_{tt} - \text{div} \sigma(y) - \rho \text{div} \sigma(y_t) = f & \quad \text{in } Q, \\
y(0) = y_0 & \quad \text{in } \Omega, \\
y_t(0) = y_1 & \quad \text{in } \Omega, \\
y = u & \quad \text{on } \Sigma, \\
u_a \leq u \leq u_b & \quad \text{a.e. on } \Sigma
\end{align*}
\]

(4.6)

for \( f \in L^1(V_0^*) \), \( y_0 \in H \), \( y_1 \in V_0^* \), \( u_a, u_b \in L^r(L^r(\partial\Omega)^d) \) for some \( r > 2 \), and damping parameter \( 0 < \rho < \rho_0 \), \( \rho \in \mathbb{R}^+ \). In this case the operator \( q \) has some smoothing property and we obtain superlinear convergence.

**Theorem 4.3.** The semi-smooth Newton method applied to the optimal Dirichlet boundary control problem (4.6) of the strongly damped Lamé system converges superlinearly.

**Proof.** We verify Assumption 2.4. There holds

\[
q(u) = -\sigma(p(u)) \cdot n + \rho\sigma(p(u)_t) \cdot n,
\]
where \( p = p(u) \) is the solution of the adjoint system
\[
\begin{aligned}
  p_{tt} - \text{div} \, \sigma(p) + \rho \, \text{div} \, \sigma(p_t) &= -G'(y(u)) \quad \text{in } Q, \\
  p(T) &= 0 \quad \text{in } \Omega, \\
  p_t(T) &= 0 \quad \text{in } \Omega, \\
  p &= 0 \quad \text{on } \Sigma.
\end{aligned}
\]

We prove, that \( \sigma(p(u)_t) \cdot n \in L^\mu(L^\mu(\partial\Omega)) \) for some \( \mu > 2 \). The proof of \( \sigma(p(u)) \cdot n \in L^\mu(L^\mu(\partial\Omega)), \mu > 2 \), uses the same arguments.

From Theorem 3.4 we obtain
\[
(4.7) \quad p_t \in H^1(L^2(\Omega)^d) \cap L^2(H^2(\Omega)^d)
\]
and hence,
\[
(4.8) \quad p_t \in L^l(L^2(\Omega)^d) \cap L^2(H^2(\Omega)^d)
\]
for \( 1 \leq l \leq \infty \). Thus, from [18, p. 124] we further derive
\[
q_s = \frac{s}{2} + \frac{1 - s}{l}, \quad s \in [0, 1],
\]
where the interpolation bracket \([\cdot, \cdot]_s\), cf. [18, p. 58], is understood by components. Let \( s \in (\tfrac{3}{4}, 1] \), then we have
\[
\partial_i p_t \in L^q_s(H^{2s-1}(\Omega)^d), \quad i = 1, \ldots, d
\]
and on the boundary
\[
\partial_i p_t|_\Sigma \in L^q_s(H^{2s-\frac{3}{2}}(\partial\Omega)^d), \quad i = 1, \ldots, d.
\]
According to [20, Remark 12] and [19, p. 129] there holds the following embedding for \( s \in (0.75, 1] \)
\[
(4.9) \quad H^{2s-\frac{3}{2}}(\partial\Omega) \hookrightarrow L^{\frac{2d}{2d+2s}}(\partial\Omega) \quad \text{for } d \geq 3,
\]
i.e. for \( d = 3 \) we have
\[
\partial_i p_t|_\Sigma \in L^q_s\left( L^{\frac{4}{4+2s}}(\partial\Omega)^3 \right).
\]
From the condition
\[
q_s = \frac{2l}{sl + 2(1 - s)} = \frac{4}{5 - 4s}, \quad l < \infty,
\]
we have
\[
s = \frac{10l - 8}{12l - 8} > \frac{3}{4}
\]
for \( 2 < l < \infty \), which implies
\[
q_s = \frac{12l - 8}{5l - 2} \to \frac{12}{5} \quad (l \to \infty).
\]
So, we obtain
\[
(4.9) \quad \sigma(p_t) \cdot n \in L^\mu(L^\mu(\partial\Omega)^3)
\]
for \( 2 \leq \mu < \frac{12}{5} \). For \( d = 2 \) there holds
\[
H^{2s-\frac{3}{2}}(\partial\Omega) \hookrightarrow L^{\frac{4}{4+2s}}(\partial\Omega), \quad s \in (0.75, 1),
\]
see [20, 19] as above.
Further,
\[ q_s = \frac{2l}{sl + 2(1 - s)} = \frac{1}{2 - 2s} \]
implies
\[ s = \frac{4l - 2}{5l - 2} > \frac{3}{4}, \]
for \( 2 < l < \infty \) and hence,
\[ q_s = \frac{5l - 2}{2l} \to \frac{5}{2} \quad (l \to \infty). \]
So, we finally obtain
(4.10) \[ \sigma(p_t) \cdot n \in L^\mu(L^\mu(\partial\Omega)^2) \]
for \( 2 \leq \mu < \frac{5}{2} \).
For \( \sigma(p) \cdot n \) we proceed analog.

The continuity of \( q \) follows by the continuity of the embedding and trace theorems and the interpolation operation.

In conclusion, we derive superlinear convergence by Theorem 2.6. \( \square \)

5. Discretization

In this section we discretize the optimal control problems under consideration. We proceed as in [12]. The Lamé systems are discretized by a Petrov-Galerkin scheme in time and conforming finite elements in space.

Let \( \bar{I} = \{0\} \cup I_1 \cup \cdots \cup I_M \) be a partition of our time interval \( \bar{I} = [0, T] \) with subintervals \( I_m = (t_m-1, t_m] \) of length \( k_m \) and time points
\[ 0 = t_0 < t_1 < \cdots < t_{M-1} < t_M = T \]
for \( M \in \mathbb{N} \). Further, let \( k \) be the time discretization parameter defined as a piecewise constant function by setting \( k|_{I_m} = k_m \) for \( m = 1, \ldots, M \).

For space discretization we will consider two- or three-dimensional shape regular meshes; see, e.g., [2]. Thereby, a mesh consists of quadrilateral or hexahedral cells \( K \), which constitute a non-overlapping cover of the computational domain \( \Omega \). (On the discrete level we consider bounded and convex polygonal domains \( \Omega \).) The corresponding mesh is denoted by \( T_h = K \), where the discretization parameter \( h \) is defined as a cellwise function by setting \( h|_K = h_K \) with the diameter \( h_K \) of the cell \( K \). We introduce the following conforming finite element spaces
\begin{align*}
V_h &= \{ v \in V | v_i|_K \in \hat{Q}^1(K) \text{ for } K \in T_h, \ i = 1, \ldots, d \}, \\
V_h^0 &= \{ v \in V_0 | v_i|_K \in \hat{Q}^1(K) \text{ for } K \in T_h, \ i = 1, \ldots, d \}.
\end{align*}
Here, \( \hat{Q}^1(K) \) consists of shape functions obtained by bi- or trilinear transformations of polynomials in \( \hat{Q}^1(\hat{K}) \) defined on the reference cell \( \hat{K} = (0, 1)^d \), where
\[ \hat{Q}^1(\hat{K}) = \text{span} \left\{ \prod_{j=1}^d x_j^{k_j} \mid k_j \in \{0, 1\} \right\}. \]
Using these spaces we can introduce the following discrete ansatz and test spaces

\[ X_{k,h} = \{ v_{kh} \in C(\hat{I}, H) | v_{kh}|_{I_m} \in \mathcal{P}^1(I_m, V_h) \}, \]
\[ X^0_{k,h} = \{ v_{kh} \in C(\hat{I}, H) | v_{kh}|_{I_m} \in \mathcal{P}^0(I_m, V_h) \}, \]
\[ \tilde{X}_{k,h} = \{ v_{kh} \in C(\hat{I}, H) | v_{kh}|_{I_m} \in \mathcal{P}^0(I_m, V_h) \text{ and } v_{kh}(0) \in V_h \}, \]
\[ \tilde{X}^0_{k,h} = \{ v_{kh} \in C(\hat{I}, H) | v_{kh}|_{I_m} \in \mathcal{P}^0(I_m, V_h) \text{ and } v_{kh}(0) \in V_h \}, \]

where \( \mathcal{P}^r(I_m, V_h) \) (and \( \mathcal{P}^r(I_m, V^0_h) \)), \( r \in \mathbb{N}_0 \), denotes the space of polynomials up to degree \( r \) on \( I_m \) with values in \( V_h \) (and \( V^0_h \)).

Finally, to formulate the discrete control problems we introduce the bilinear form

\[ a_p : X_{k,h} \times X_{k,h} \times \tilde{X}^0_{k,h} \times \tilde{X}^0_{k,h} \rightarrow \mathbb{R}, \]

\[ a_p(y, \xi) = a_p(y^1, y^2, \xi^1, \xi^2) \]
\[ = (\partial_t y^2, \xi^1)_I + \lambda(\text{div} y^1, \text{div} \xi^1)_I + 2 \rho(\varepsilon(y^1) : \varepsilon(\xi^1))_I \]
\[ + \rho(\text{div} y^2, \text{div} \xi^1)_I + 2 \rho(\varepsilon(y^2) : \varepsilon(\xi^1))_I + (\partial_t y^1, \xi^2)_I - (y^1, \xi^2)_I \]
\[ + (y^2(0), \xi^1(0)) - (y^1(0), \xi^2(0)) \]

with \( y = (y^1, y^2) \) and \( \xi = (\xi^1, \xi^2) \) and \( \rho \geq 0 \).

### 5.1. Distributed control

For the distributed control problem we choose the discrete control space \( U^D_{k,h} = X_{k,h} \). The discrete control problem is formulated as follows:

\[
\begin{align*}
\text{(5.1)} & \left\{ \begin{array}{l}
\text{Minimize } J(u_{kh}, y_{kh}), \\
\text{s.t. } a_0(y_{kh}, \xi) = (f, \xi^1)_I + (u_{kh}, \xi^1)_I + (y_1, \xi^1(0)) - (y_0, \xi^2(0)) \quad \forall \xi \in \tilde{X}^0_{k,h} \times \tilde{X}_{k,h}, \\
u_{kh} \in U^D_{k,h} \cap U_{ad}, \quad y_{kh} \in X^0_{k,h} \times X_{k,h}.
\end{array} \right.
\end{align*}
\]

### 5.2. Neumann boundary control

For the Neumann boundary control problem we choose the discrete control space as

\[ U^B_{k,h} = \{ v \in C(\bar{I}, W_h) \mid v|_{I_m} \in \mathcal{P}^1(I_m, W_h) \}, \]

where the space \( W_h \) is given by

\[ W_h = \left\{ w_h \in H^{1/2}(\partial \Omega)^d \mid w_h = \gamma(v_h), v_h \in V_h \right\} \]

with the usual trace operator \( \gamma : H^1(\Omega)^d \rightarrow H^{1/2}(\partial \Omega)^d \).

The corresponding discrete optimization problem is formulated as follows:

\[
\begin{align*}
\text{(5.2)} & \left\{ \begin{array}{l}
\text{Minimize } J(u_{kh}, y_{kh}), \\
\text{s.t. } a_0(y_{kh}, \xi) = (u_{kh}, \xi^1)_I + (f, \xi^1)_I + (y_1, \xi^1(0)) - (y_0, \xi^2(0)) \quad \forall \xi \in \tilde{X}_{k,h} \times \tilde{X}_{k,h}, \\
u_{kh} \in U^B_{k,h} \cap U_{ad}, \quad y_{kh} \in X_{k,h} \times X_{k,h}.
\end{array} \right.
\end{align*}
\]

### 5.3. Dirichlet boundary control

For the Dirichlet boundary control problem we choose the discrete control space as in the Neumann case. For a function \( u_{kh} \in U^B_{k,h} \) we define an extension \( \tilde{u}_{kh} \in X_{k,h} \) such that

\[ \gamma(\tilde{u}_{kh}(t, \cdot)) = u_{kh}(t, \cdot) \text{ and } \tilde{u}_{kh}(t, x_i) = (0, \ldots, 0)^T \]

on all interior nodes \( x_i \) of \( T_h \) and for all \( t \in \bar{I} \).
The discrete optimization problem is formulated as follows:

\[
\begin{align*}
\text{Minimize} & \quad J(u_{kh}, y_{1kh}), & \text{s.t.} \\
\alpha \rho(y_{kh}, \xi) &= (f, \xi^1)_I + (y_1, \xi^2(0)) - (y_0, \xi^2(0)) & \forall \xi \in \widetilde{X}_{k,h}^0 \times \widetilde{X}_{k,h}, \\
u_{kh} &\in U_{k,h}^B \cap U_{ad}, & \quad y_{kh} \in (\tilde{u}_{kh} + X_{k,h}^0) \times X_{k,h}.
\end{align*}
\]

(5.4)

For a realization of the optimization algorithm on the discrete level we proceed as in [12].

6. Numerical examples

In this section we present numerical examples for distributed, Neumann boundary and Dirichlet boundary control confirming the theoretical results from above. The numbers of PDAS iterations on a sequence of uniform temporal and spatial meshes and the behaviour of the iteration error on a fixed mesh are presented. Typically, on the discrete level the PDAS method converges in a finite number of steps (cf. Remark 2.7) which is better than superlinear convergence. We consider the case \( d = 2 \) on the unit square \( \Omega = (0,1)^2 \). The functional \( G \) is chosen by

\[
G(y) = \frac{1}{2} \| y - y_d \|_{L^2(H)}^2
\]

for given \( y_d \in L^2(H) \). This fits in the general definition of \( G \) given in Section 2.

For the computations the optimization library RoDoBo [17] and the finite element toolkit Gascoigne [6] are applied.

6.1. Distributed control. In this numerical example we consider the distributed optimal control problem (5.1). Let the data be given as follows

\[
\begin{align*}
\alpha &= 3 \cdot 10^{-4}, \quad T = 1, \quad \mu = \lambda = 1, & \quad u_a &= (-1, -1)^T, & \quad u_b &= (2,1,2,1)^T, \\
y_0(x) &= (\sin(\pi x_1) \sin(\pi x_2), 0)^T, & \quad y_1(x) &= (x_1 x_2 (1 - x_1)(1 - x_2), 0)^T, \\
\end{align*}
\]

\[
f(t, x) = \begin{cases} 
(0,0.5)^T, & x_2 < 0.5, t < 0.5, \\
(1,0.5)^T, & x_2 > 0.5, t > 0.5, \\
(0,0)^T, & \text{else}
\end{cases}
\]

\[
y_d(t, x) = (1,0)^T
\]

for \((t, x) = (t, x_1, x_2) \in [0, T] \times \Omega \).

The problem is discretized according to Section 5 and the discrete problem is solved by the PDAS method; cf. [12]. Table 1 shows the numbers of PDAS iterations for a sequence of uniformly refined meshes. Thereby, \( N \) denotes the number of cells in the spatial mesh \( T_h \) and \( M \) denotes the number of time intervals. The numbers of iterations indicate a mesh-independent behavior of the PDAS method.

<table>
<thead>
<tr>
<th>Level</th>
<th>( N )</th>
<th>( M )</th>
<th>PDAS steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>256</td>
<td>16</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>1024</td>
<td>32</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>4096</td>
<td>64</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1. Numbers of PDAS iterations on a sequence of uniformly refined meshes for control problem (5.1)
We introduce the iteration error

\[ e_i = \| u^{(i)}_{kh} - u_{kh} \|_{U_{\omega}} \]

on a given iteration level to analyze the convergence behavior of the PDAS method. Thereby, \( u^{(i)}_{kh} \) denotes the \( i \)th iterate and \( u_{kh} \) the optimal discrete solution. For a fixed discretization with 64 intervals and a spatial mesh with 4096 cells at each time node Table 2 shows the iteration errors of the PDAS algorithm. The results indicate superlinear convergence.

**Table 2.** Superlinear convergence of the PDAS method for distributed control - PDAS iteration error

<table>
<thead>
<tr>
<th>( i )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_i )</td>
<td>2.1 ( \times 10^{-1} )</td>
<td>6.3 ( \times 10^{-2} )</td>
<td>7.0 ( \times 10^{-3} )</td>
<td>2.3 ( \times 10^{-4} )</td>
<td>0</td>
</tr>
<tr>
<td>( e_{i+1}/e_i )</td>
<td>3.0 ( \times 10^{-1} )</td>
<td>1.1 ( \times 10^{-1} )</td>
<td>3.4 ( \times 10^{-2} )</td>
<td>0</td>
<td>-</td>
</tr>
</tbody>
</table>

6.2. **Neumann boundary control.** In this numerical example we consider the Neumann boundary control problem (5.2). Let the data be given as follows.

\[
\alpha = 10^{-2}, \quad T = 1, \quad \mu = \lambda = 1 \quad u_a = (-0.8, -0.8)^T, \quad u_b = (1,1)^T,
\]

\[
y_0(x) = (\sin(\pi x_1) \sin(\pi x_2),1)^T, \quad y_1(x) = (\sin(\pi x_1) \sin(\pi x_2),x_1)^T,
\]

\[
f(t,x) = (0,0)^T, \quad y_d(t,x) = \begin{cases} (1,0)^T, & x_1 > 0.5, \\ (0,0)^T, & \text{else} \end{cases}
\]

for \( (t,x) = (t,x_1,x_2) \in [0,T] \subset \Omega \). Table 3 shows the numbers of PDAS steps on a sequence of uniformly refined meshes. As in the previous example the values indicate a mesh-independence of the numbers of iterations.

**Table 3.** Numbers of PDAS iterations on a sequence of uniformly refined meshes for control problem (5.2)

<table>
<thead>
<tr>
<th>Level</th>
<th>( N )</th>
<th>( M )</th>
<th>PDAS steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>256</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>1024</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>4096</td>
<td>32</td>
<td>5</td>
</tr>
</tbody>
</table>

For a time mesh with 32 intervals and a spatial mesh at each time point with 4096 spatial nodes the development of the error is presented in Table 4 confirming superlinear convergence.
### Table 4. Superlinear convergence of the PDAS method for Neumann boundary control - PDAS iteration error

<table>
<thead>
<tr>
<th>i</th>
<th>$e_i$</th>
<th>$e_{i+1}/e_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$4.9 \cdot 10^{-2}$</td>
<td>$1.9 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>2</td>
<td>$9.5 \cdot 10^{-3}$</td>
<td>$2.4 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>3</td>
<td>$2.3 \cdot 10^{-3}$</td>
<td>$1.6 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>4</td>
<td>$3.6 \cdot 10^{-4}$</td>
<td>$0$</td>
</tr>
<tr>
<td>5</td>
<td>$0$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

6.3. **Dirichlet boundary control.** In this numerical example we consider the Dirichlet optimal control problem (5.4). Let the data be given as follows

$\alpha = 10^{-3}$, $T = 1$, $\mu = \lambda = 1$, $u_a = (-0.18, -0.18)^T$, $u_b = (0.2, 0.2)^T$, $y_0(x) = (0, 0)^T$, $y_1(x) = (0, 0)^T$, $f(t, x) = (x_1^2, t)^T$, $y_d(t, x) = \begin{cases} (x_1, 0)^T, & x_1 > 0.5, \\ (-x_1, 0)^T, & \text{else} \end{cases}$

for $(t, x) = (t, x_1, x_2) \in [0, T] \in \Omega$.

Table 5 shows the numbers of PDAS steps on a sequence of uniformly refined meshes for the case without damping ($\rho = 0$) and with damping ($\rho = 0.1$). For a time mesh with 32 intervals and a spatial mesh at each time point with 4096 nodes the development of the error for $\rho = 0$ and $\rho = 0.1$ is presented in Table 6 and Table 7, respectively. Comparing the control problems with and without damping we see an increase of the numbers of PDAS steps in case of $\rho = 0$ in contrast to $\rho > 0$.

This corresponds to the results known for Dirichlet control of the wave equation, cf. [12]. Thus, in the case without damping we have no mesh-independence, whereas in the case with damping the results indicate superlinear convergence.

**Acknowledgment.** The author thanks Boris Vexler for fruitful discussions on the topic of this paper.
Table 6. Dirichlet boundary control without damping, $\rho = 0$ - PDAS iteration error

<table>
<thead>
<tr>
<th>$i$</th>
<th>$e_i$</th>
<th>$e_{i+1}/e_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$5.0 \cdot 10^{-2}$</td>
<td>1.4</td>
</tr>
<tr>
<td>2</td>
<td>$7.2 \cdot 10^{-2}$</td>
<td>2.6</td>
</tr>
<tr>
<td>3</td>
<td>$1.8 \cdot 10^{-2}$</td>
<td>5.4</td>
</tr>
<tr>
<td>4</td>
<td>$9.9 \cdot 10^{-3}$</td>
<td>5.5</td>
</tr>
<tr>
<td>5</td>
<td>$5.5 \cdot 10^{-3}$</td>
<td>7.7</td>
</tr>
<tr>
<td>6</td>
<td>$4.2 \cdot 10^{-3}$</td>
<td>8.0</td>
</tr>
</tbody>
</table>

Table 7. Superlinear convergence of the PDAS method for Dirichlet boundary control with $\rho = 0.1$ - PDAS iteration error

<table>
<thead>
<tr>
<th>$i$</th>
<th>$e_i$</th>
<th>$e_{i+1}/e_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$3.4 \cdot 10^{-3}$</td>
<td>7.4</td>
</tr>
<tr>
<td>2</td>
<td>$2.5 \cdot 10^{-3}$</td>
<td>7.0</td>
</tr>
<tr>
<td>3</td>
<td>$1.8 \cdot 10^{-3}$</td>
<td>6.0</td>
</tr>
<tr>
<td>4</td>
<td>$1.1 \cdot 10^{-3}$</td>
<td>3.0</td>
</tr>
<tr>
<td>5</td>
<td>$3.1 \cdot 10^{-4}$</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>-</td>
</tr>
</tbody>
</table>
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