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Abstract

In this paper we present a numerical algorithm for the optimization of a Tikhonov functional with $\ell_p$ sparsity constraints and $p < 1$. Recently it was proven that the minimization of this functional provides a regularization method. We show that the idea used to obtain these theoretical results can also be utilized for a numerical approach. Particularly we exploit the technique of transforming the Tikhonov functional to a more viable one. In this regard we consider a surrogate functional approach and show that this technique can be applied straightforward. It is proven that at least a critical point of the transformed functional is obtained, which directly translates to the original functional. For a special case it is shown that a gradient based algorithm can be used to reconstruct the global minimizer of the transformed and the original functional, respectively. At the end we present numerical examples and provide numerical evidence for the theoretical results and desired sparsity promoting features of this method.
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1. Introduction

In this paper we consider a Tikhonov type regularization method for solving a (generally non-linear) ill-posed operator equation

$$\mathcal{F}(x) = y$$

(1)

with noisy measurements $y^\delta$ with $\|y^\delta - y\| \leq \delta$. Throughout the paper we assume that $\mathcal{F}$ maps between sequence spaces, i.e.

$$\mathcal{F} : \ell_p \to \ell_2.$$  

(2)

Please note that operator equations between suitable separable function spaces such as $L^p$, Sobolev and Besov spaces, i.e.

$$F : D(F) \subset X \to Y,$$  

(3)

can be transformed to a sequence setting by using suitable basis or frames for $D(F)$ and $R(F)$: Indeed, if we assume that we are given some preassigned frames $\{\Phi^i_\lambda\}_{\lambda \in \Lambda_i, i=1,2}$, ($\Lambda_i$ countable index sets) for $D(F) \subset X$, $R(F) \subset Y$, with the associated frame operators $T_1$ and $T_2$ then the operator $\mathcal{F} := T_2 F T_1^*$ maps between sequence spaces.

We are particularly interested in sparse reconstructions, i.e. the reconstruction of sequences with only few non-zero elements. To this end, we want to minimize the Tikhonov functional

$$J_\alpha : \ell_p \to \mathbb{R}$$

$$x \mapsto \|\mathcal{F}(x) - y^\delta\|_2^2 + \alpha \|x\|_p^p,$$  

(4)

where $\alpha > 0$, $p \in (0,1]$ and

$$\|x\|_p^p = \sum_k |x_k|^p,$$  

(5)

is the (quasi-) norm of $\ell_p$. The main aim of our paper is the development of an iterative algorithm for the minimization of (4), which is due to the non-convexity of the quasi-norm and the non-linearity of $\mathcal{F}$ a non-trivial task.

The reconstruction of the sparsest solution of an underdetermined system has already a long history, in particular in signal processing, and more recently, in compressive sensing. Usually the problem is formulated as

$$\hat{x} := \arg \min_{y = \Phi x} \|x\|_1$$  

(6)
where $y \in \mathbb{R}^m$ is given and $\Phi \in \mathbb{R}^{m,n}$ is a rank deficient matrix (i.e. $m < n$), see [1, 2]. Please note that here the minimization of the $\ell_1$-norm is used for the reconstruction of the sparsest solution of the equation $\Phi x = y$. Indeed, under certain assumptions on the matrix $\Phi$, it can be shown that, if there is a sparse solution, (6) really recovers it [3, 4, 5, 6]. Moreover, Gribonval and Nielsen [7] showed that for special cases the minimization of (6) also recovers $\ell_p$ minimizers with $0 < p < 1$. In this sense it might seem that nothing is gained by considering $\ell_p$ minimization with $0 < p < 1$ instead of $\ell_1$ minimization, or equivalently, using an $\ell_p$ penalty with $0 < p < 1$ in (4). However, we have to keep in mind that we are considering a different setting as the above cited papers. First of all, we are working in an infinite dimensional setting, whereas the above mentioned $\Phi$ is a finite dimensional matrix. Additionally, properties that guarantee the above cited results as the so-called Restricted Isometry Property, which was introduced by Candes and Tao [8, 4], or the Null Space Property [9, 10] are not likely to hold even for linear infinite dimensional ill-posed problems where, e.g., the eigenvalues of the operator converge to zero, not to speak of non-linear operators. Recently, there has also been numerical evidence from a non-linear parameter identification problem for chemical reaction systems that an $\ell_1$ penalty in (4) failed to reconstruct a desired sparse parameter whereas stronger $\ell_p$ penalties with $0 < p < 1$ achieved sparse reconstructions [11]. In the mentioned paper, the intention of the authors was the reconstruction of reduced chemical networks (represented by a sparse parameter) from chemical measurements. Therefore, we conclude that the use of the stronger $\ell_p$ penalties might be necessary in infinite dimensional ill-posed problems if one wants a sparse reconstruction. In particular, algorithms for the minimization of (4) are needed.

There has been an increased interest in the investigation of the Tikhonov functional with sparsity constraints. First results on that matter were presented by Daubechies, Defriese and De Mol [12]. The authors were in particular interested in solving linear operator equations. As constraint in (4) they used a Besov semi-norm, which can be equivalently expressed by a weighted $\ell_p$-norm of the wavelet coefficients of the functions with $p \geq 1$. In particular the paper focuses on the analysis of a surrogate functional approach for the minimization of (4) with $p \geq 1$. It was shown that the proposed iterative method converges towards a minimizer of the Tikhonov functional under consideration. Additionally, the authors proposed a rule for the choice of the regularization parameter that guarantees the convergence of the minimizer $x_\alpha$ of the Tikhonov functional to the solution as the data error $\delta$ converges
to zero. Subsequently, many results on the regularization properties of the Tikhonov functional with sparsity constraints and $p \geq 1$ as well as on its minimization were published. In [13, 14] the surrogate functional approach for the minimization of the Tikhonov functional was generalized to non-linear operator equations and in [15, 16] to multi-channel data, whereas in [17, 18] a conditional gradient method and in [19] a semi-smooth Newton method were proposed for the minimization. Further results on the topic of minimization and the respective algorithms can be found in [20, 21, 22]. The regularization properties with respect to different topologies and parameter choice rules were considered in [14, 15, 23, 24, 25, 26]. Please note again that the above cited results only consider the case $p \geq 1$. For the case $p < 1$, a first regularization result for some types of linear operators was presented in [26]. In [27] and [28] the authors recently presented general results on the regularization properties of the Tikhonov functional with a non-linear operator and $0 < p < 1$. Concerning the minimization of (4) with $0 < p < 1$, to our knowledge no results are available in the infinite dimensional setting. In the finite dimensional setting, Daubechies et. al [10] presented an iteratively re-weighted least squares method for the solution of (6) that achieved local super-linear convergence. However, these results do not carry over to the minimization of (4), as the assumptions made in [10] (e.g., finite dimension, null space property) do not hold for general inverse problems. Other closely related results for the finite dimensional case can be found in [29, 30]. For a more general overview on sparse recovery we refer to [31].

In this paper, we present two algorithms for the minimization of (4) which are based on the surrogate functional algorithm [12, 13, 14, 23] and the TIGRA algorithm [32, 33]. Based on a technique presented in [28] and based on methods initially developed in [34], the functional (4) is non-linearly transformed by an operator $N_{p,q}$ to a new Tikhonov functional, now with an $\ell_q$-norm as penalty and $1 < q \leq 2$. Due to the non-linear transformation, the new Tikhonov functional involves a non-linear operator, even when the original problem is linear. Provided the operator $F$ fulfills some properties, it is shown that the surrogate functional approach at least reconstructs a critical point of the transformed functional. Moreover, the minimizers of the original and the transformed functional are connected by the transformation $N_{p,q}$, and thus we can obtain a minimizer for the original functional. For the special case $q = 2$ we show that the TIGRA algorithm reconstructs a global minimizer if the solution fulfills a smoothness condition. For the case $F = I$, where $I$ denotes the identity, we show that the smoothness
condition is always fulfilled for sparse solutions, whereas for \( F = A \) with linear \( A \) the finite basis injectivity (FBI) property is needed additionally.

The paper is organized as follows: In Section 2 we recall some results from [28] and introduce the transformation operator \( N_{p,q} \). Section 3 is concerned with some analytical properties of \( N_{p,q} \), whereas Section 4 investigates the operator \( F \circ N_{p,q} \). In Section 5 we use the surrogate functional approach for the minimization of the transformed functional, and in Section 6 we introduce the TIGRA method for the reconstruction of a global minimizer. Finally we present in Section 7 numerical results for the reconstruction of a function from its convolution data and present an application from Physical Chemistry with a highly non-linear operator. Both examples confirm our analytical findings and support the proposed enhanced sparsity promoting feature of the considered regularization technique.

Whenever it is appropriate, we omit the subscripts for norms, sequences, dual pairings and so on. If not denoted otherwise, we consider the particular notions in terms of Hilbert space \( \ell_2 \) and the respective topology \( \| \cdot \|_2 \). Furthermore we would like to mention that the subscript \( k \) shall indicate the individual components of an element of a sequence. The subscripts \( l \) and \( n \) are used for sequences of elements in the respective space or their components, e.g. \( x_n = \{x_{n,k}\}_{k \in \mathbb{N}} \). Whenever unclear or referring to an entire sequence we use \{·\} to denote the component-wise view. Iterates in terms of the considered algorithms are denoted with superscript \( l \) and \( n \).

2. A transformation of the Tikhonov functional

In [28] it was shown that (4) provides a regularization method under classical assumptions on the operator. The key idea was to transform the Tikhonov type functional by means of a superposition operator into a standard formulation. Below we give a brief summary on some results presented in [28] and consequently show additional properties of the transformation operator.

**Definition 2.1.** We denote by \( \eta_{p,q} \) the function given by

\[
\eta_{p,q} : \mathbb{R} \to \mathbb{R} \\
r \mapsto \text{sign}(r) \frac{|r|^q}{p},
\]

for \( 0 < p \leq 1 \) and \( 1 \leq q \leq 2 \).
**Definition 2.2.** We denote by $\mathcal{N}_{p,q}$ the superposition operator given by

$$
\mathcal{N}_{p,q} : x \mapsto \{\eta_{p,q}(x_k)\}_{k \in \mathbb{N}},
$$

where $x \in \ell_q$, $0 < p \leq 1$ and $1 \leq q \leq 2$.

**Proposition 2.3.** For all $0 < p \leq 1$, $1 \leq q \leq 2$, $x \in \ell_q$ and $\mathcal{N}_{p,q}$ as in Definition 2.2 holds $\mathcal{N}_{p,q}(x) \in \ell_p$, and the operator $\mathcal{N}_{p,q} : \ell_q \to \ell_p$ is bounded, continuous and bijective.

Using the concatenation operator:

$$
\mathcal{G} : \ell_q \to \ell_2
$$

$$
x \mapsto \mathcal{F} \circ \mathcal{N}_{p,q}(x),
$$

one obtains the following two equivalent minimization problems.

**Problem 1.** Let $y^\delta$ be an approximation of the right hand side of (1) with $\|y - y^\delta\| \leq \delta$ and $\alpha > 0$, then minimize:

$$
\|\mathcal{F}(x_s) - y^\delta\|_2^2 + \alpha \|x_s\|_p^p,
$$

subject to $x_s \in \ell_p$, for $0 < p \leq 1$.

**Problem 2.** Let $y^\delta$ be an approximation of the right hand side of (1) with $\|y - y^\delta\| \leq \delta$ and $\alpha > 0$. Determine $x_s = \mathcal{N}_{p,q}(x)$, where $x$ minimizes

$$
\|\mathcal{G}(x) - y^\delta\|_2^2 + \alpha \|x\|_q^q,
$$

subject to $x \in \ell_q$ and $0 < p \leq 1$, $1 \leq q \leq 2$.

**Proposition 2.4.** Problem 1 and Problem 2 are equivalent.

[28] provides classical results on the existence of minimizers, stability and convergence for the particular Tikhonov approach considered here. These results are obtained via the observation of weak (sequential) continuity of the transformation operator.
3. Properties of the operator $\mathcal{N}_{p,q}$

Let us start with an analysis of the operator $\mathcal{N}_{p,q}$. The following proposition was given in [28]. We restate the proof as it is used afterwards.

**Proposition 3.1.** The operator $\mathcal{N}_{p,q} : \ell_q \to \ell_q$ is weakly (sequentially) continuous for $0 < p \leq 1$ and $1 < q \leq 2$, i.e.

$$x_n \xrightarrow{\ell_q} x \implies \mathcal{N}_{p,q}(x_n) \xrightarrow{\ell_q} \mathcal{N}_{p,q}(x).$$

(12)

Here $\overset{\text{X}}{\xrightarrow{\mathcal{X}}} \overset{\ell_q}{\xrightarrow{\text{X}}}$ denotes weak convergence wrt. to the space $\mathcal{X}$.

**Proof.** We set $r = q/p + 1$ and observe $r \geq 2$. A sequence in $\ell_q$ is weakly convergent if and only if the coefficients converge and the sequence is bounded in norm. Thus we conclude from the weak convergence of $x_n$ that $\|x_n\|_q \leq C$ and $x_{n,k} \to x_k$. As $r \geq q$, we have a continuous embedding of $\ell_r$ into $\ell_q$, i.e.

$$\|x_n\|_r \leq \|x_n\|_q \leq C,$$

which shows that also

$$x_n \xrightarrow{\ell_q} x$$

holds. The operator $(\mathcal{N}_{p,q}(x))_k = \text{sgn}(x_k)|x_k|^{r-1}$ is the derivative of the function

$$f(x) = r^{-1} \cdot \|x\|_r^r,$$

or, in other words, $\mathcal{N}_{p,q}(x)$ is the *duality mapping* on $\ell_r$ with respect to the weight function

$$\varphi(t) = t^{r-1}$$

(for more details on duality mappings we refer to [35]). Now it is a well known result that every duality mapping on $\ell_r$ is weakly (sequentially) continuous, see, e.g. [35], Prop. 4.14. Thus we obtain

$$x_n \xrightarrow{\ell_r} x \implies \mathcal{N}_{p,q}(x_n) \xrightarrow{\ell_r} \mathcal{N}_{p,q}(x).$$

Again, as $\mathcal{N}_{p,q}(x_n)$ is weakly convergent, we have $\{\mathcal{N}_{p,q}(x_n)\}_k \to \{\mathcal{N}_{p,q}(x)\}_k$. For for $p \leq 1$, $q \geq 1$ holds $q \leq q^2/p$ and thus we have $\|x\|_{q^2/p} \leq \|x\|_q$. It follows

$$\|\mathcal{N}_{p,q}(x_n)\|_q = \sum_k |x_{n,k}|^{q^2/p} = \|x_n\|_{q^2/p}^{q^2/p} \leq \|x_n\|^{q^2/p} \leq C^{q^2/p},$$

i.e. $\mathcal{N}_{p,q}(x_n)$ is also uniformly bounded with respect to $\ell_q$ and thus also weakly convergent. \( \square \)
In the following proposition we show that the same result holds with respect to weak $\ell_2$-convergence.

**Proposition 3.2.** The operator $N_{p,q} : \ell_2 \to \ell_2$ is weakly (sequentially) continuous w.r.t. $\ell_2$ for $0 < p \leq 1$ and $1 < q \leq 2$, i.e.

$$x_n \ell_2 \to x \implies N_{p,q}(x_n) \ell_2 \to N_{p,q}(x). \quad (13)$$

**Proof.** First we have for $x \in \ell_2$ with $2q/p \geq 2$

$$\|N_{p,q}(x)\|_2^2 = \sum_k |x_k|^{2q/p} = \|x\|_{2q/p}^{2q/p} \leq \|x\|_{2q/p}^{2q/p} < \infty,$$

i.e. $N_{p,q}(x) \in \ell_2$ for $x \in \ell_2$. Setting again $r = q/p + 1$, the remainder of the proof follows the lines of the previous one, with $\| \cdot \|_q$ replaced by $\| \cdot \|_2$. \qed

Next, we want to investigate the Fréchet derivative of $N_{p,q}$. Beforehand we need the following Lemma.

**Lemma 3.3.** The map $x \mapsto \text{sgn}(x) |x|^{\alpha}$, $x \in \mathbb{R}$, is Hölder continuous with exponent $\alpha$, for $\alpha \in (0,1]$. Moreover we have locally for $\alpha > 1$ and globally for $\alpha \in (0,1]$:

$$|\text{sgn}(x) |x|^{\alpha} - \text{sgn}(y) |y|^{\alpha}| \leq \kappa |x-y|^\beta,$$  

where $\beta = \min(\alpha, 1)$.

**Proof.** As the problem is symmetric with respect to $x$ and $y$, we assume w.l.o.g. $|x| \geq |y|$ and $|y| > 0$ as (14) immediately holds for $y = 0$. Let $\gamma \in \mathbb{R}^+_0$ s.t.: $\gamma |y| = |x|$. For $\gamma \in [1,\infty)$ and $\alpha \in (0,1]$ we have

$$(\gamma^{\alpha} - 1) \leq (\gamma - 1)^\alpha,$$  

which can be obtained by comparing the derivatives of $(\gamma^{\alpha} - 1)$ and $(\gamma - 1)^\alpha$ for $\gamma > 1$, and by the fact that we have equality for $\gamma = 1$. Moreover we have for $\gamma \in [0,\infty)$ and $\alpha \in (0,1]$

$$(\gamma^{\alpha} + 1) \leq 2 (\gamma + 1)^\alpha.$$  

As it is crucial that the constant in Inequality (16) is independent of $\gamma$, we now give a proof of the factor 2. The ratio

$$\frac{(\gamma^{\alpha} + 1)}{(\gamma + 1)^\alpha}$$
is monotonously increasing for $\gamma \in (0, 1]$ and monotonously decreasing for $\gamma \in (1, \infty)$, which can be easily seen from its derivative. Hence the maximum is attained at $\gamma = 1$ and given by $2^{1-\alpha}$, which yields

$$\frac{(\gamma^\alpha + 1)}{(\gamma + 1)\alpha} \leq 2^{1-\alpha} \leq 2.$$ 

Consequently we can conclude in the case of $x \cdot y > 0$ (i.e. $\text{sgn}(x) = \text{sgn}(y)$) that

$$|\text{sgn}(x) |x|^\alpha - \text{sgn}(y) |y|^\alpha| = |\gamma^\alpha |y|^\alpha - |y|^\alpha| = |(\gamma^\alpha - 1)|y|^\alpha|
\leq |(\gamma - 1)^\alpha |y|^\alpha| = |x - y|^\alpha,$$

and for $x \cdot y < 0$ we have:

$$|\text{sgn}(x) |x|^\alpha - \text{sgn}(y) |y|^\alpha| = |\gamma^\alpha |y|^\alpha + |y|^\alpha| = |(\gamma^\alpha + 1)|y|^\alpha|
\leq 2 |(\gamma + 1)^\alpha |y|^\alpha| = 2 |x - y|^\alpha.$$

In the case of $\alpha > 1$ (14) holds w.r.t. $\beta = 1$, which can be proven by the mean value theorem. For $\alpha > 1$ the function $f : x \mapsto \text{sgn}(x) |x|^\alpha$ is differentiable and its derivative is bounded on any interval $I$. Hence, (14) holds for $|f'(\xi)| \leq \kappa$, $\xi \in I$, proving the local Lipschitz continuity. □

Remark 3.4. In the following Lemma 3.3 is used to uniformly estimate the remainder of a Taylor series. As shown in the proof, this immediately holds for $\alpha \in (0, 1]$. In the case of the Lipschitz estimate this is valid only locally. However as all sequences in Proposition 3.5 are bounded and we are only interested in a local estimate, Lemma 3.3 can be applied directly.

**Proposition 3.5.** The Fréchet derivative of $N_{p,q} : \ell_p \to \ell_q$, $0 < p \leq 1$, $1 < q \leq 2$ is given by the sequence

$$N'_{p,q}(x)h = \left\{ \frac{q}{p} |x_k|^{(q-p)/p} \cdot h_k \right\}_{k \in \mathbb{N}}.$$

**Proof.** Let $w := \min \left( \frac{q}{p} - 1, 1 \right) > 0$. The derivative of the function $\eta_{p,q}(t) = |t|^{q/p} \text{sgn}(t)$ is given by $\eta'_{p,q}(t) = \frac{q}{p} |t|^{(q-p)/p}$ and we have

$$\eta_{p,q}(t + \tau) - \eta_{p,q}(t) - \eta'_{p,q}(t) \tau := r(t, \tau).$$ (18)
Integration of the following expression yields (18):

\[ r(t, \tau) = \int_t^{t+\tau} \frac{q}{p} \frac{q-p}{p} (t+\tau-s) \text{sgn}(s) |s|^{\frac{q-p}{p}-2} \, ds. \]

Given the considered ranges of \( p \) and \( q \), \( \eta_{p,q} \) is not twice differentiable. On this account we derive the following estimate, using the mean value theorem:

\[
\left| \int_t^{t+\tau} \frac{q}{p} \frac{q-p}{p} (t+\tau-s) \text{sgn}(s) |s|^{\frac{q-p}{p}-2} \, ds \right|
= \left| \left[ \frac{q}{p} (t+\tau-s) |s|^{\frac{q-p}{p}-1} \right]_t^{t+\tau} + \int_t^{t+\tau} \frac{q}{p} |t|^{\frac{q-p}{p}-1} \, ds \right|
= \left| \frac{q}{p} \tau \left( |\xi|^{\frac{q-p}{p}-1} - |t|^{\frac{q-p}{p}-1} \right) \right| \leq \kappa \frac{q}{p} |\tau|^{w+1} ,
\]

with \( \xi \in (t, t+\tau) \) and by using Lemma 3.3 with \( \alpha = q/p - 1, \) where \( \kappa \) is independent of \( \tau \) (see Remark 3.4). Hence we may write for \( \|h\| = \|\{h_k\}\| \) sufficiently small

\[
\|N_{p,q}(x+h) - N_{p,q}(x) - N'_{p,q}(x)h\|_q = \|\{r(x_k, h_k)\}\|_q = \sum_k |r(x_k, h_k)|^q
\leq \sum_k \left( \frac{\kappa q}{p} \right)^q |h_k|^{q(w+1)}
\leq \left( \frac{\kappa q}{p} \right)^q \max \{|h_k|^{qw}\} \sum_k |h_k|^q.
\]

Hence we conclude \( \|\{r(x_k, h_k)\}\|_q / \|h\|_q \to 0 \) for \( \|h\|_q \to 0 \) and obtain for the derivative \( N'_{p,q}(x)h = \{\eta'_{p,q}(x_k)h_k\}_{k \in \mathbb{N}} \).

\[ \Box \]

Remark 3.6. Please note that the result of Proposition 3.5 also holds in the case of the operator \( N_{p,q} : \ell_2 \to \ell_2 \), as one can immediately see from the proof.

Lemma 3.7. The operator \( N'_{p,q}(x) \) is self-adjoint with respect to \( \ell_2 \).

Proof. We have \( \langle N'_{p,q}(x)h, z \rangle = \frac{2}{p} \sum |x_k|^{(q-p)/p} h_k z_k = \langle h, N'_{p,q}(x)z \rangle \). \( \Box \)
Please note that the Fréchet derivative of the operator $N_{p,q}$ and its adjoint can be understood as (infinite dimensional) diagonal matrices, that is

$$N'_{p,q}(x) = \text{diag}\left(\left\{\frac{q}{p}|x_k|^{(q-p)/p}\right\}_{k \in \mathbb{N}}\right),$$

and $N'_{p,q}(x)h$ is then a matrix-vector multiplication.

4. Properties of the concatenation operator $G$

The convergence of the surrogate functional approach, which will be applied to the transformed Tikhonov functional (11), relies mainly on some mapping properties of the operator $G = F \circ N_{p,q}$. In the following, we assume that the operator $F$ is Fréchet differentiable and $F, F'$ fulfill the following conditions:

$$\begin{align*}
x_n \to x &\implies F(x_n) \to F(x) \text{ for } n \to \infty \quad (19) \\
x_n \to x &\implies F'(x_n)^*z \to F'(x)^*z \text{ for } n \to \infty \text{ and all } z \quad (20) \\
\|F'(x) - F'(x')\| &\leq L\|x - x'\| \text{ locally}. \quad (21)
\end{align*}$$

Convergence and weak convergence in (19),(20) has to be understood with respect to $\ell_2$. The main goal of this section is to show that the concatenation operator $G$ is Fréchet differentiable and that this operator also fulfills the conditions given above. First we obtain

**Proposition 4.1.** Let $F : \ell_q \to \ell_2$ be strongly continuous w.r.t. $\ell_q$, i.e.

$$x_n \stackrel{\ell_q}{\to} x \implies F(x_n) \stackrel{\ell_2}{\to} F(x). \quad (22)$$

Then $F \circ N_{p,q}$ is also strongly continuous w.r.t. $\ell_q$. If $F : \ell_2 \to \ell_2$ is strongly continuous w.r.t. $\ell_2$, then $F \circ N_{p,q}$ is also strongly continuous w.r.t. $\ell_2$.

**Proof.** If $x_n \stackrel{\ell_2}{\to} x$, then, by Proposition 3.1, also $N_{p,q}(x_n) \stackrel{\ell_2}{\to} N_{p,q}(x)$, and due to the strong continuity of $F$ follows $F(N_{p,q}(x_n)) \to F(N_{p,q}(x))$. The second part of the proposition follows in the same way by Proposition 3.2. \qed

By the chain rule we immediately obtain the following result.
Lemma 4.2. Let $\mathcal{F} : \ell_q \to \ell_2$ be Fréchet differentiable. Then
\[
(\mathcal{F} \circ \mathcal{N}_{p,q})'(x) = \mathcal{F}'(\mathcal{N}_{p,q}(x)) \cdot \mathcal{N}'_{p,q}(x),
\] (23)
where the multiplication has to be understood as a matrix product. The adjoint (with respect to $\ell_2$) of the Fréchet derivative is given by
\[
(((\mathcal{F} \circ \mathcal{N}_{p,q})'(x))^*) = \mathcal{N}'_{p,q}(x) \cdot \mathcal{F}'(\mathcal{N}_{p,q}(x))^*.\]
(24)

Proof. Equation (23) is simply the chain rule. For the adjoint of the Fréchet derivative we get:
\[
\langle((\mathcal{F} \circ \mathcal{N}_{p,q})'(x)) u, z \rangle = \langle \mathcal{F}'(\mathcal{N}_{p,q}(x)) \cdot \mathcal{N}'_{p,q}(x) \cdot u, z \rangle = \langle \mathcal{N}'_{p,q}(x) \cdot u, \mathcal{F}'(\mathcal{N}_{p,q}(x))^* \cdot z \rangle = \langle u, \mathcal{N}'_{p,q}(x) \cdot \mathcal{F}'(\mathcal{N}_{p,q}(x))^* z \rangle,
\]
as $\mathcal{N}'_{p,q}(x)$ is self-adjoint. \hfill \Box

We further need the following result.

Lemma 4.3. Let $\mathcal{B} : \ell_q \to \ell_q$ be a (infinite dimensional) diagonal matrix with diagonal elements $b = \{b_k\}$. Then
\[
\|\mathcal{B}\|_\infty \leq \|b\|_q
\] (25)

Proof. The assertion follows by
\[
\|\mathcal{B}\|_\infty^q = \sup_{\|u\| \leq 1} \|\mathcal{B}u\|_q^q = \sup_{\|u\| \leq 1} \sum_k |b_k \cdot u_k|^q \leq \sum_k |b_k|^q.
\]
\hfill \Box

Hence we may identify the operator $\mathcal{N}'_{p,q}(x_n)$ with its sequence and vice versa. Now we can conclude the first required property.

Proposition 4.4. Let $x_n \rightharpoonup x$ with respect to $\ell_2$, $z \in \ell_2$ and let $q$ and $p$ be such that $q \geq 2p$. Assume that
\[
(\mathcal{F}'(x_n))^* z \rightharpoonup (\mathcal{F}'(x))^* z \quad \text{(26)}\]
w.r.t. $\ell_2$ holds for any weakly convergent sequence $x_n \to x$. Then we have as well
\[
((\mathcal{F} \circ \mathcal{N}_{p,q})'(x_n))^* z \rightharpoonup ((\mathcal{F} \circ \mathcal{N}_{p,q})'(x))^* z \quad \text{(27)}
w.r.t. \ell_2.
Proof. As \( x_n \overset{\ell_2}{\to} x \), we have in particular \( x_{n,k} \to x_k \) for fixed \( k \). The sequence \( \mathcal{N}_{p,q}(x_n) \) is given element-wise by

\[
\frac{q}{p} |x_{n,k}|^{(q-p)/p} \to \frac{q}{p} |x_k|^{(q-p)/p},
\]

and thus the coefficients of \( \mathcal{N}_{p,q}(x_n) \) converge to the coefficients of \( \mathcal{N}_{p,q}(x) \). In order to show weak convergence of the sequences, it remains to show that \( \{ \frac{q}{p} \|x_{n,k}\|^{(q-p)/p} \} \) stays uniformly bounded: We have

\[
\|\mathcal{N}_{p,q}(x_n)\|^2_2 = \left( \frac{q}{p} \right)^2 \sum_k |x_{n,k}|^{2(q-p)/p} \cdot \|z_k\|^2 \leq \left( \frac{q}{p} \right)^2 \|x_n\|^{2(q-p)/p} \cdot \|z_k\|^2 = \left( \frac{q}{p} \right)^2 \mathcal{O} \left( \frac{2(q-p)}{p} \right) \cdot \|z_k\|^2 < \infty.
\]

Therefore, by the dominated convergence theorem, we can interchange limit and summation, i.e.

\[
\lim_{n \to \infty} \|\mathcal{N}_{p,q}(x_n)z\|^2_2 = \lim_{n \to \infty} \left( \frac{q}{p} \right)^2 \sum_k |x_{n,k}|^{2(q-p)/p} \cdot \|z_k\|^2
\]

\[
= \left( \frac{q}{p} \right)^2 \sum_k \lim_{n \to \infty} |x_{n,k}|^{2(q-p)/p} \cdot \|z_k\|^2
\]

\[
= \left( \frac{q}{p} \right)^2 \sum_k |x_k|^{2(q-p)/p} \cdot \|z_k\|^2 = \left( \frac{q}{p} \right)^2 \|\mathcal{N}_{p,q}(x)z\|^2_2,
\]

as weakly convergent sequences are uniformly bounded. Thus we conclude

\[
\mathcal{N}_{p,q}(x_n) \rightharpoonup \mathcal{N}_{p,q}(x).
\]

With the same arguments we get for fixed \( z \)

\[
\mathcal{N}_{p,q}(x_n)z \rightharpoonup \mathcal{N}_{p,q}(x)z.
\]

The convergence of this sequence holds also in the strong sense. For this, it is sufficient to show that \( \lim_{n \to \infty} \|\mathcal{N}_{p,q}(x_n)z\| = \|\mathcal{N}_{p,q}(x)z\| \) holds: As \( x_n \) is weakly convergent, the sequence is also uniformly bounded, i.e. \( \|x_n\|_{\ell_2} \leq \hat{C} \), thus \( |x_{n,k}| \leq \hat{C} \) and hence \( |x_{n,k}|^{2(q-p)/p} \cdot \|z_k\|^2 \leq \hat{C}^2 \|z_k\|^2 \cdot \|z_k\|^2 \). We observe:

\[
\left( \frac{q}{p} \right)^2 \sum_k |x_{n,k}|^{2(q-p)/p} \cdot \|z_k\|^2 \leq \left( \frac{q}{p} \right)^2 \hat{C}^2 \frac{2(q-p)}{p} \sum_k \|z_k\|^2 = \left( \frac{q}{p} \right)^2 \hat{C}^2 \frac{2(q-p)}{p} \|z\|^2 < \infty.
\]

Therefore, by the dominated convergence theorem, we can interchange limit and summation, i.e.

\[
\lim_{n \to \infty} \|\mathcal{N}_{p,q}(x_n)z\|^2_2 = \lim_{n \to \infty} \left( \frac{q}{p} \right)^2 \sum_k |x_{n,k}|^{2(q-p)/p} \cdot \|z_k\|^2
\]

\[
= \left( \frac{q}{p} \right)^2 \sum_k \lim_{n \to \infty} |x_{n,k}|^{2(q-p)/p} \cdot \|z_k\|^2
\]

\[
= \left( \frac{q}{p} \right)^2 \sum_k |x_k|^{2(q-p)/p} \cdot \|z_k\|^2 = \left( \frac{q}{p} \right)^2 \|\mathcal{N}_{p,q}(x)z\|^2_2,
\]

as weakly convergent sequences are uniformly bounded. Thus we conclude

\[
\mathcal{N}_{p,q}(x_n) \rightharpoonup \mathcal{N}_{p,q}(x).
\]
and thus
\[ N_{p,q}'(x_n)z \xrightarrow{\ell_2} N_{p,q}'(x)z. \]  

(29)

We further conclude
\[ \| ((\mathcal{F} \circ N_{p,q})'(x_n))^* z - ((\mathcal{F} \circ N_{p,q})'(x))^* z \|_2 \]
\[ = \| N_{p,q}'(x_n)\mathcal{F}'(N_{p,q}(x_n))^* z - N_{p,q}'(x)\mathcal{F}'(N_{p,q}(x))^* z \|_2 \]
\[ \leq \| N_{p,q}'(x_n)\mathcal{F}'(N_{p,q}(x_n))^* z - N_{p,q}'(x_n)\mathcal{F}'(N_{p,q}(x))^* z \|_2 \]
\[ + \| N_{p,q}'(x_n)\mathcal{F}'(N_{p,q}(x))^* z - N_{p,q}'(x)\mathcal{F}'(N_{p,q}(x))^* z \|_2 \],

and by Proposition 3.2 we get
\[ N_{p,q}(x_n) \xrightarrow{\ell_2} N_{p,q}(x). \]  

(30)

Hence the two terms can be estimated as follows:
\[ D_1 \leq \| N_{p,q}'(x_n)\|_2 \left\| \mathcal{F}'(N_{p,q}(x_n))^* z - \mathcal{F}'(N_{p,q}(x))^* z \right\|_2 \]
\[ \xrightarrow{(28)} C \}
\[ \leq \| N_{p,q}'(x_n)\mathcal{F}'(N_{p,q}(x))^* z - N_{p,q}'(x)\mathcal{F}'(N_{p,q}(x))^* z \|_2 \],

(26),(30)

\[ \xrightarrow{0} \]

and therefore \( D_1 \to 0 \). For \( D_2 \) we get with \( \tilde{z} := \mathcal{F}'(N_{p,q}(x))^* z \)
\[ D_2 = \| N_{p,q}'(x_n)\tilde{z} - N_{p,q}'(x)\tilde{z} \|_2 \xrightarrow{(29)} 0, \]

which concludes the proof.

In the final step of this section we show the Lipschitz continuity of the derivative.

**Proposition 4.5.** Assume that \( \mathcal{F}'(x) \) is (locally) Lipschitz continuous with constant \( L \). Then \((\mathcal{F} \circ N_{p,q})'(x)\) is locally Lipschitz for \( p < 1 \) and \( 1 \leq q \leq 2 \) such that \( 2p < q \).

**Proof.** The function \( f(t) = |t|^s \) with \( s > 1 \) is locally Lipschitz continuous, i.e. we have on a bounded interval \([a, b]\):
\[ |f(t) - f(\tilde{t})| \leq s \max_{\tau \in [a,b]} |\tau|^{s-1} |t - \tilde{t}|. \]  

(31)
Assume $x \in B_\rho(x_0)$, then $\|x\|_2 \leq \|x-x_0\|_2 + \|x_0\|_2 \leq \rho + \|x_0\|_2$, and therefore

$$\sup_{x \in B_\rho(0)} \|x\|_2 \leq \rho + \|x_0\|_2 =: \bar{\rho}.$$  

We have $s := (q - p)/p \geq 1$, and $|t|^s$ is locally Lipschitz according to (31). $\mathcal{N}'_{p,q}(x)$ is a diagonal matrix, thus we obtain with Lemma 4.3 for $x, \tilde{x} \in B_\rho(x_0)$

$$\|\mathcal{N}'_{p,q}(x) - \mathcal{N}'_{p,q}(\tilde{x})\|^2 = \left(\frac{q}{p}\right)^2 \sum_k \left( |x_k|^{(q-p)/p} - |	ilde{x}_k|^{(q-p)/p} \right)^2$$

$$\overset{(31)}{\leq} \left(\frac{q}{p}\right)^2 \left( \frac{q-p}{p} \bar{\rho}^{(q-2p)/p} \right)^2 \sum_k |x_k - \tilde{x}_k|^2$$

$$\leq \left(\frac{q}{p}\right)^2 \left( \frac{q-p}{p} \bar{\rho}^{(q-2p)/p} \right)^2 \|x - \tilde{x}\|_2^2.$$  

With the same arguments we show that $\mathcal{N}_{p,q}$ is Lipschitz,

$$\|\mathcal{N}_{p,q}(x) - \mathcal{N}_{p,q}(\tilde{x})\|_2 \leq \frac{q}{p} \bar{\rho}^{(q-p)/p} \|x - \tilde{x}\|_2.$$  

The assertion now follows from

$$\|\mathcal{F}'(\mathcal{N}_{p,q}(x))\mathcal{N}_{p,q}(x) - \mathcal{F}'(\mathcal{N}_{p,q}(\tilde{x}))\mathcal{N}_{p,q}(\tilde{x})\|$$

$$\leq \| (\mathcal{F}'(\mathcal{N}_{p,q}(x)) - \mathcal{F}'(\mathcal{N}_{p,q}(\tilde{x}))) \mathcal{N}_{p,q}(x) \|$$

$$+ \| \mathcal{F}'(\mathcal{N}_{p,q}(\tilde{x})) (\mathcal{N}_{p,q}(x) - \mathcal{N}_{p,q}(\tilde{x})) \|$$

$$\leq L \|\mathcal{N}_{p,q}(x) - \mathcal{N}_{p,q}(\tilde{x})\| \|\mathcal{N}_{p,q}(x)\|$$

$$+ \| \mathcal{F}'(\mathcal{N}_{p,q}(\tilde{x}))\| \|\mathcal{N}_{p,q}(x) - \mathcal{N}_{p,q}(\tilde{x})\|$$

$$\leq \tilde{L} \|x - \tilde{x}\|,$$

with

$$\tilde{L} = L \max_{x \in B_\rho} \|\mathcal{N}_{p,q}(x)\| \frac{q}{p} \bar{\rho}^{(q-p)/p} + \max_{x \in B_\rho} \| \mathcal{F}'(\mathcal{N}_{p,q}(x))\| \left(\frac{q}{p}\right)^2 \frac{q-p}{p} \bar{\rho}^{(q-2p)/p}.$$  

$\Box$
Combining the results of Lemma 4.2 and Propositions 4.1, 4.4 and 4.5, we get

**Proposition 4.6.** Assume that the operator $F : \ell_2 \to \ell_2$ is Fréchet differentiable and fulfills conditions (19)-(21). Then $G = F \circ N_{p,q}$ is also Fréchet differentiable. If the parameters $0 < p < 1$ and $1 < q \leq 2$ fulfill the relation $2p < q$, then we have

$$x_n \to x \implies G(x_n) \to G(x) \text{ for } n \to \infty$$

$$x_n \to x \implies G'(x_n)^* z \to G'(x)^* z \text{ for } n \to \infty \text{ and all } z \in \ell_2$$

$$\|G'(x) - G'(x')\|_2 \leq \tilde{L}\|x - x'\|_2 \text{ locally.}$$

**Proof.** Proposition 4.1 yields (32). According to Lemma 4.2, $G$ is differentiable. If $q > 2p$ then the conditions of Proposition 4.4 hold and thus (33). Moreover, the condition $q > 2p$ is equivalent to $q > 2p$, i.e. Proposition 4.5 holds and therefore (34).

\[\square\]

5. Minimization by surrogate functionals

In order to compute a minimizer of the Tikhonov functional (4), we can either use algorithms that minimize (4) directly or, alternatively, we can try to minimize (10). It turns out that the transformed functional, with an $\ell_q$-norm and $q > 1$ as penalty, can be minimized more effectively by the proposed or other standard algorithms. The main drawback of the transformed functional is that, due to the transformation, we have to deal with a non-linear operator, even if the original operator $F$ is linear.

A well investigated algorithm for the minimization of the Tikhonov functional with $\ell_q$ penalty that works for all $1 \leq q \leq 2$ is the minimization via surrogate functionals. The method was introduced by Daubechies, Defrise and De Mol [12] for penalties with $q \geq 1$ and linear operator $F$. Later on, the method was generalized in [13, 14, 23] to non-linear operators $G = F \circ N_{p,q}$.

The method works as follows: For given iterate $x^n$, we consider the surrogate functional

$$J^*_\alpha(x, x^n) = \|y^\delta - G(x)\|^2 + \alpha\|x\|^q + C\|x - x^n\|^2_2 - \|G(x) - G(x^n)\|^2_2$$

and determine the new iterate as

$$x^{n+1} = \arg\min_x J^*_\alpha(x, x^n).$$
The constant $C$ in the definition of the surrogate functional has to be chosen large enough, for more details see [13, 23]. Now it turns out that the functional $J_{\alpha}^s(x, x^n)$ can be easily minimized by means of a fixed point iteration. For fixed $x^n$, the functional is minimized by the limit of the fixed point iteration

$$x^{n,l+1} = \Phi_q^{-1} \left( \frac{1}{C} G'(x^{n,l})^* \left( y^\delta - G(x^n) \right) + x^n \right), \quad (37)$$

$x^{n,0} = x^n$ and $x^{n+1} = \lim_{l \to \infty} x^{n,l}$. For $q > 1$, the map $\Phi_q$ is defined point-wise on the coefficients of a sequence by

$$\Phi_q(x_k) = x_k + \frac{\alpha \cdot q}{C} |x_k|^{q-1} \text{sgn}(x_k), \quad (38)$$

i.e. in order to compute the new iterate $x^{n,l+1}$ we have to solve the equation

$$\Phi_q \left( \{x^{n,l+1}_k\} \right)_k = \left\{ \frac{1}{C} G'(x^{n,l})^* \left( y^\delta - G(x^n) \right) + x^n \right\}_{k \in \mathbb{N}} \quad (39)$$

for each $k \in \mathbb{N}$. It has been shown that the fixed point iteration converges to the unique minimizer of the surrogate functional $J_{\alpha}^s(x, x^n)$, provided the constant $C$ is chosen large enough and the operator fulfills the Requirements (19)–(21), for full details we refer the reader to [13, 23]. Moreover, it was also shown that the outer iteration (36) converges at least to a critical point of the Tikhonov functional

$$J_{\alpha}(x) = \|y^\delta - G(x)\|_2^2 + \alpha \|x\|_q^q, \quad (40)$$

provided that the operator $G$ fulfills the conditions (32)-(34).

Based on the results of Section 2, we can now formulate our main result.

**Theorem 5.1.** Let $F : \ell_2 \to \ell_2$ be a weakly (sequentially) closed operator fulfilling Conditions (19)–(21), and choose $q > 1$ s.t. $2p < q$, with $0 < p < 1$. Then the operator $G(x) = F \circ N_{p,q}$ is Fréchet differentiable and fulfills the conditions (32)–(34). The iterates $x_n$, computed by the surrogate functional algorithm (36), converge at least to a critical point of the functional

$$J_{\alpha,q}(x) = \|y^\delta - G(x)\|_2^2 + \alpha \|x\|_q^q. \quad (41)$$

If the limit of the iteration, $x^\delta_{\alpha} := \lim_{n \to \infty} x^n$, is a global minimizer of (41), then $x^{\delta}_{s,\alpha} := N_{p,q}(x^\delta_{\alpha})$ is a global minimizer of

$$\|y^\delta - F(x)\|_2^2 + \alpha \|x\|_p^p. \quad (42)$$
Proof. According to Proposition 4.6, the operator $G$ fulfills the properties necessary for the convergence of the iterates to a critical point of the functional (41), see [23], Proposition 4.7. If $x^s_\alpha$ is a global minimizer of (41), then, according to Proposition 2.4, $x^s_{s,\alpha}$ is a minimizer of (4).

One may notice that the main result in Theorem 5.1 is stated with respect to the transformed functional. Where a global minimizer is reconstructed the result can be interpreted in terms of the original functional. In fact this can be slightly generalized. Assuming that the limit of the iteration is no saddle point, i.e. we obtain a local minimizer or a stationary point where the objective function is locally constant, we can directly translate this result to the original functional. Let $x^s_\alpha$ be the limit of the iteration and assume there exists a neighborhood $U_{\epsilon}(x^s_\alpha)$ such that:

$$\forall x \in U_{\epsilon}(x^s_\alpha): \|y^\delta - G(x)\|^2_2 + \alpha \|x\|_q^2 \geq \|y^\delta - G(x^s_\alpha)\|^2_2 + \alpha \|x^s_\alpha\|_q^2.$$ (43)

Let $M := \{x_s : \mathcal{N}_{p,q}^{-1}(x_s) \in U_{\epsilon}(x^s_\alpha)\}$ and $x^s_{s,\alpha} := \mathcal{N}_{p,q}(x^s_\alpha)$, then we can derive that:

$$\forall x_s \in M : \|y^\delta - \mathcal{F}(x_s)\|^2_2 + \alpha \|x_s\|_p^p \geq \|y^\delta - \mathcal{F}(x^s_{s,\alpha})\|^2_2 + \alpha \|x^s_{s,\alpha}\|_p^p.$$ (44)

Since $\mathcal{N}_{p,q}$ and $\mathcal{N}_{p,q}^{-1}$ are continuous there exists a neighborhood $U_{\epsilon_s}$ around the solution for the original functional $x^s_{s,\alpha}$, such that $U_{\epsilon_s}(x^s_{s,\alpha}) \subseteq M$. Consequently also stationary points and local minima of the transformed functional translate to the original functional.

6. A global minimization strategy for the transformed Tikhonov functional: the case $q = 2$

The minimization by surrogate functionals, presented in Section 5, guarantees the reconstruction of a critical point of the transformed functional only. If we have not found the global minimizer of the transformed functional, then this also implies that we have not reconstructed the global minimizer for the original functional. In this Section we would like to recall an algorithm that, under some restrictions, guarantees the reconstruction of a global minimizer. In contrast to the surrogate functional approach, this algorithm works in the case of $q = 2$ only, i.e. we are looking for a global minimizer of the standard Tikhonov functional

$$J_\alpha(x) = \|y^\delta - G(x)\|^2_2 + \alpha \|x\|^2_2$$ (45)
with \( G(x) = F(N_{p,2}(x)) \). For the minimization of the functional, we want to use the TIGRA method \([32, 33]\). The main ingredient of the algorithm is a standard gradient method for the minimization of (45), i.e. the iteration is given by

\[
x^{n+1} = x^n + \beta_n \left( G'(x^n)^* (y^\delta - G(x^n)) - \alpha x^n \right).
\]

The following arguments are taken out of [33], where the reader finds all the proofs and further details. If the operator \( G \) is twice Fréchet differentiable, its first derivative is Lipschitz continuous, and a solution \( x^\dagger \) of \( G(x) = y \) fulfills the smoothness condition

\[
x^\dagger = G'(x^\dagger)^* \omega,
\]

then it has been shown that (45) is locally convex around a global minimizer \( x^\dagger_\alpha \). If an initial iterate \( x^0 \) within the area of convexity is known, then the scaling parameter \( \beta_n \) can be chosen s.t. all iterates stay within the area of convexity and \( x^n \to x^\dagger_\alpha \) as \( n \to \infty \). However, the area of convexity shrinks to zero if \( \alpha \to 0 \), i.e., a very good initial iterate for smaller \( \alpha \) is needed. For an arbitrary initial iterate \( x^0 \) this problem can be overcome by choosing a monotone decreasing sequence \( \alpha_0 > \alpha_1 > \cdots > \alpha_n = \alpha \) with sufficiently large \( \alpha_0 \) and small stepsize \( \alpha_{i+1}/\alpha_i \), and iterate as follows:

**Input:** \( x^0, \alpha_0, \cdots, \alpha_n \)

**Iterate:** For \( i = 1, \cdots, n \)

- If \( i > 1 \), set \( x^0 = x^\dagger_{\alpha_{i-1}} \)
- Minimize \( J_{\alpha_i}(x) \) by the gradient method (46) and initial value \( x^0 \).

End

We wish to remark that the iteratively regularized Landweber iteration, introduced by Scherzer \([36]\), is close to TIGRA. Its iteration is similar to (46), but requires the use of a summable sequence \( \alpha_k \) (instead of a fixed \( \alpha \)). In contrast to TIGRA, the iteratively regularized Landweber iteration aims at the solution of a nonlinear equation but not on the minimization of a Tikhonov functional. Additionally, iteratively regularized Landweber iteration requires more restrictive conditions on the nonlinear operator.

In a numerical realization, the iteration (46) has to be stopped after finitely many steps. Therefore the final iterate is taken as starting value for
the minimization of the Tikhonov functional with the next regularization pa-
parameter. As mentioned above this procedure reconstructs a global minimizer
of \( J_\alpha \) if the operator \( G \) is twice Fréchet differentiable, its first derivative is
Lipschitz continuous and (47) holds [33]. We will show these conditions for
two important cases, namely where \( F \) is the identity (i.e. the problem of
data denoising), and when \( F \) is a linear operator, \( F = A \).

Proposition 6.1. The operator \( N_{p,2}(x) \), \( 0 < p < 1 \), is twice continuous
differentiable, and therefore also the operator \( AN_{p,2}(x) \) with continuous and
linear \( A \).

Proof. The proof is completely analogous to the one of Proposition 3.5, when
considering the fact that \( 2 \frac{2}{p} \geq 2 \). Using the Taylor expansion of the function
\( \eta_{p,2}(t) = |t|^{2/p} \) sgn(t):

\[
\eta_{p,2}(t + \tau) - \eta_{p,2}(t) - \eta'_{p,2}(t) \tau - \frac{1}{2} \eta''_{p,2}(t) \tau^2 := r(t, \tau),
\]

with

\[
\eta''_{p,2}(t) = \frac{2(2 - p)}{p^2} \text{sgn}(t)|t|^{2(1-p)/p},
\]

one obtains the following representation of the remainder:

\[
r(t, \tau) = \int_t^{t+\tau} \frac{1}{2} \frac{2 - p}{p} \frac{2}{p} \frac{2 - 2p}{p} (t + \tau - s)^2 |s|^{2/p - 3} ds,
\]

and again by the mean value theorem:

\[
\left| \int_t^{t+\tau} \frac{1}{2} \frac{2 - p}{p} \frac{2}{p} \frac{2 - 2p}{p} (t + \tau - s)^2 |s|^{2/p - 3} ds \right| =
\]

\[
= \left| \frac{1}{2} \frac{2 - p}{p} (t + \tau - s)^2 |s|^{2/p - 2} \right|^{t+\tau}_t + \int_t^{t+\tau} \frac{2 - p}{p} \frac{2}{p} (t + \tau - s) |s|^{2/p - 2} ds
\]

\[
= \left| \frac{2 - p}{p} \left( (t + \tau - \xi) \text{sgn}(\xi) |\xi|^{2/p - 2} - \frac{1}{2} \tau \text{sgn}(t)|t|^{2/p - 2} \right) \right|
\]

\[
\leq \frac{2 - p}{p} |\tau|^{w+2},
\]

where \( \xi \in (t, t + \tau) \), \( w := \min \left( \frac{2}{p} - 2, 1 \right) > 0 \) and by using Lemma 3.3 with
\( \alpha = \frac{2}{p} - 2 \). One may note that the scaling factor \( 1/2 \) requires a redefinition
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of \( \kappa \) in Lemma 3.3, leading to \( \tilde{\kappa} \). Eventually we conclude for \( \| h \|_2 \to 0 \)

\[
\| \mathcal{N}_{p,2}'(x + h)\tilde{h} - \mathcal{N}_{p,2}'(x)\tilde{h} - \mathcal{N}_{p,2}''(x)(\tilde{h}, h) \|_2 / \| h \|_2 \to 0
\]

analogously to the proof of Proposition 3.5. Thus we have

\[
\mathcal{N}_{p,2}''(x)(\tilde{h}, h) = \left\{ \eta''_{p,q}(x_k)\tilde{h}_kh_k \right\}_{k \in \mathbb{N}}.
\]

The twice differentiability of \( AN_{p,2}(x) \) follows from the linearity of \( A \).

Now let us turn to the source condition (47).

**Proposition 6.2.** Let \( F = I \). Then \( x^\dagger \in \ell_2 \) fulfills the source condition (47) iff it is sparse.

**Proof.** As \( I = I^* \) in \( \ell_2 \), we have \( F'(\mathcal{N}_{p,2}(x^\dagger))^* = I \), and it follows from (24) that

\[
(F(\mathcal{N}_{p,2}(x))^\prime)^* = \mathcal{N}_{p,2}'(x).
\]

Therefore, the source condition (47) reads coefficient-wise as

\[
\frac{2}{p}|x_k^\dagger|^{(2-p)/p}\omega_k = x_k^\dagger
\]

or

\[
\omega_k = \frac{2}{p} \text{sgn}(x_k^\dagger)|x_k^\dagger|^{(2p-2)/p},
\]

for \( x_k \neq 0 \), for \( x_k = 0 \) we can set \( w_k = 0 \), too. As \( \omega_k \), \( x^\dagger \in \ell_2 \) and \( 2p - 2 < 0 \) this can only hold if \( x^\dagger \) has only a finite number of non-zero elements.

The case of \( F = A \) is a little bit more complicated. In particular, we need the operator \( A \) to fulfill the finite basis injectivity (FBI) property which was introduced by Bredies and Lorenz [37]. Let \( T \) be a finite index set, and let \( \#T \) be the number of elements in \( T \). We say that \( u \in \ell_2(T) \) iff \( u_k = 0 \) for all \( k \in \mathbb{N} \setminus T \). The FBI property states that whenever \( u, v \in \ell_2(T) \) with \( Au = Av \) it follows \( u = v \). This is equivalent to

\[
A|_{\ell_2(T)}u = 0 \implies u = 0,
\]

where \( A|_{\ell_2(T)} \) is the restriction of \( A \) to \( \ell_2(T) \). For simplicity, we set \( A|_{\ell_2(T)} = A_T \).
Proposition 6.3. Assume that \( x^\dagger \) is sparse, \( T = \{ k : x^\dagger_k \neq 0 \} \), and that \( A : \ell_2 \to \ell_2 \) is bounded. If \( A \) admits the FBI property, then \( x^\dagger \) fulfills the source condition (47).

Proof. As \( x^\dagger \) is sparse, \( T \) is finite. By \( x_T \) we denote the (finite) vector that contains only those elements of \( x \) with indices out of \( T \). As \( A \) is considered as an operator between \( \ell_2 \) we have \( A^* = A^T \) and \( A^*_T = A^T_T \). Due to the sparse structure of \( x^\dagger \) we observe

\[
N'_{p,2}(x^\dagger) : \ell_2 \to \ell_2(T)
\]

and therefore also

\[
A N'_{p,2}(x^\dagger) = A_T N'_{p,2}(x^\dagger) \\
(A N'_{p,2}(x^\dagger))^* = N'_{p,2}(x^\dagger) A^*_T = N'_{p,2}(x^\dagger) A^T_T ,
\]

(49) (50)

where we use the fact that \( N'_{p,2}(x^\dagger) \) is self-adjoint.

With \( \mathcal{F} = A \), (47) reads as

\[
x^\dagger = N'_{p,2}(x^\dagger) A^T_T \omega .
\]

(51)

The operator \( N'_{p,2}(x^\dagger)^{-1} \) is well defined on \( \ell_2(T) \), and as \( \ell_2(T) = D(A_T) = \mathcal{R}(A_T^T) \), we get

\[
A^T_T \omega = N'_{p,2}(x^\dagger)^{-1} x^\dagger.
\]

Now we have by the FBI property \( \mathcal{N}(A_T) = \{0\} \), and therefore

\[
\ell_2(T) = \mathcal{N}(A_T)^\perp = \overline{\mathcal{R}(A^*_T)} = \overline{\mathcal{R}(A^T_T)} .
\]

As \( \text{dim}(\ell_2(T)) = \#T < \infty \), \( \mathcal{R}(A^T_T) = \ell_2(T) \) and therefore the generalized inverse of \( A^T_T \) exists and is bounded. We finally get

\[
\omega = (A^T_T)^\dagger N'_{p,2}(x^\dagger)^{-1} x^\dagger
\]

(52)

and

\[
\|\omega\|_2 \leq \| (A^T_T)^\dagger \|_2 \| N'_{p,2}(x^\dagger)^{-1} \|_2 \| x^\dagger \|_2 .
\]

(53) \( \square \)
Please note that a similar result can be obtained for twice continuous differentiable non-linear operators \( \mathcal{F} \) if we additionally assume that \( \mathcal{F}'(N_{p,2}(x^\dagger)) \) admits the FBI condition. Propositions 6.1–6.3 show that the TIGRA algorithm can be applied in principle to the minimization of the transformed Tikhonov functional for the case \( q = 2 \) and reconstructs a global minimizer. Please note that the surrogate functional approach can also be applied to the case \( q < 2 \). This is in particular important for the numerical realization, as we show in the following section.

7. Numerical Results

In this section we exemplify the utilization of the proposed algorithm for two classical Inverse Problems. We examine a deconvolution problem in Fourier Spaces and a parameter identification problem from physical chemistry with a highly non-linear operator. Considering the proposed non-standard approach, the impacts of a numerical realization are hardly predictable even though the analytic properties of the non-linear transformation are well understood and the surrogate approach has been tested extensively.

7.1. Deconvolution on Sequence Spaces

Subsequently we present some numerical results on the reconstruction of a function from convolution data. We define the convolution operator \( A \) by

\[
y(\tau) = (Ax)(\tau) = \int_{-\pi}^{\pi} r(\tau - t)x(t) \, dt =: (r \ast x)(\tau),
\]

where \( x, r \) and \( Au \) are \( 2\pi \)-periodic functions belonging to \( L_2((-\pi, \pi)) \). In the above formulation the operator \( A \) is defined between function spaces. In order to obtain a numerical realization in accordance with the present notation we have to transform this operator to sequence spaces (cf. Section 1). For this purpose we interpret all quantities in terms of the Fourier basis or their Fourier coefficients, respectively. A periodic function on \( [-\pi, \pi] \) can be either expressed via the orthonormal bases formed by \( \left\{ \frac{1}{\sqrt{2\pi}} e^{ikt} \right\}_{k \in \mathbb{Z}} \) or \( \left\{ \frac{1}{\sqrt{2\pi}}, \frac{1}{\sqrt{\pi}} \cos(kt), \frac{1}{\sqrt{\pi}} \sin(kt) \right\}_{k \in \mathbb{N}} \). Naturally these representations provide also the appropriate discretization of the (linear) operator. By using the Fourier convolution theorem for the exponential basis and transformation formulas between the exponential and trigonometrical bases, we obtain a
formulation in terms of the considered real sequence spaces. We refer to [24] for details on the deconvolution problem and the operator.

For the numerical implementation we divide the interval $[-\pi, \pi]$ into $2^{12}$ equidistant intervals, leading to a discretization of the convolution operator as a $2^{12} \times 2^{12}$ matrix. We define the convolution kernel $r$ by its Fourier coefficients with

\begin{align}
    a^r_0 &= 0 \\
    a^r_k &= (-1)^k \cdot k^{-2} \\
    b^r_k &= (-1)^{k+1} \cdot k^{-2},
\end{align}

where

\begin{equation}
    r(t) = a^r_0 + \sum_{k \in \mathbb{N}} a^r_k \cos(kt) + b^r_k \sin(kt).
\end{equation}

For the numerical tests a convolution data set has been generated based on a (sparse-representable) solution $x^\dagger$ with 14 non-zero components (see Table 1).

<table>
<thead>
<tr>
<th>index</th>
<th>$(x^\dagger_1, \ldots, x^\dagger_{2041})$</th>
<th>$x^\dagger_{2042}$</th>
<th>$x^\dagger_{2043}$</th>
<th>$x^\dagger_{2044}$</th>
<th>$x^\dagger_{2045}$</th>
<th>$x^\dagger_{2046}$</th>
<th>$x^\dagger_{2047}$</th>
<th>$x^\dagger_{2048}$</th>
<th>$x^\dagger_{2049}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>$(0, \ldots, 0)$</td>
<td>$\frac{1}{70}$</td>
<td>$\frac{1}{60}$</td>
<td>$\frac{1}{50}$</td>
<td>$\frac{1}{40}$</td>
<td>$\frac{1}{30}$</td>
<td>$\frac{1}{20}$</td>
<td>$\frac{1}{10}$</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>index</th>
<th>$x^\dagger_{2050}$</th>
<th>$x^\dagger_{2051}$</th>
<th>$x^\dagger_{2052}$</th>
<th>$x^\dagger_{2053}$</th>
<th>$x^\dagger_{2054}$</th>
<th>$x^\dagger_{2055}$</th>
<th>$x^\dagger_{2056}$</th>
<th>$(x^\dagger_{2057}, \ldots, x^\dagger_{4097})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>$-\frac{1}{10}$</td>
<td>$-\frac{1}{20}$</td>
<td>$-\frac{1}{30}$</td>
<td>$-\frac{1}{40}$</td>
<td>$-\frac{1}{50}$</td>
<td>$-\frac{1}{60}$</td>
<td>$-\frac{1}{70}$</td>
<td>$(0, \ldots, 0)$</td>
</tr>
</tbody>
</table>

Table 1: The coefficients of the true solution $x^\dagger$ and in particular the 14 non-zero components are shown, where $a^{x^\dagger} = (x^\dagger_1, \ldots, x^\dagger_{2048}), a^+_0 = x^\dagger_{2049}$ and $b^{x^\dagger} = (x^\dagger_{2050}, \ldots, x^\dagger_{4097})$ in accordance to (56).

The added noise is normally distributed and scaled with respect to the relative noise level. If not stated otherwise we assume an approximate noise level of five percent relative Gaussian noise. In all numerical tests the regularization parameter is chosen based on the quasi optimality principle (cf. [38, 39]) or by the discrepancy principle (cf. [40]). The quasi optimality principle provides an easy heuristic method of estimating the regularization parameter in the considered setting. Both methods provide rather good estimates of the regularization parameter. However, since the exact solution was known prior to the numerical experiments, we can compute the optimal values for the
regularization parameter a posteriori by using fine grids of different regularization parameters. We can confirm the stable convergence for the algorithm, which we found in all our experiments. In [28] it was shown that (4) provides a regularization method and moreover a result on convergence rates was given, stating that the convergence of the accuracy error is at least in the order of $\sqrt{\delta}$,

$$\|x^* - x^\delta\|_2 = O(\sqrt{\delta}),$$

under standard (source) conditions (see [28] for further details). Using the proposed algorithm, we can observe the theoretical result on the convergence rates also in our numerical tests. Figure 1 shows the rates of convergence for decreasing noise levels $\delta$. One may notice that the convergence slows down for very small values of $\delta$. This behavior is well known and can be caused by local minima or too coarse accuracy goals. Another difficulty could be a numerical inaccuracy of the inner iterations (37), which might cause a stagnation of the iteration. In fact, the observed loss of accuracy is very pronounced if the error criteria in the inner iteration are not chosen appropriately. This observation seems comprehensible when considering the transformation operator and the fact that all unknowns are potentiated by a factor of $q/p$. This is also in accordance with our findings of an increased computational effort (i.e. higher iteration numbers) and the necessity of
a sufficiently high numerical precision for decreasingly smaller values of \( p \). These requirements are met by an efficient implementation with stringent error criteria in all internal routines or iterations, respectively. For the inner iteration we control the absolute error per coefficient, i.e.

\[
\max_k |\{x^{n,l+1} - x^{n,l}\}_k| = \mathcal{O}(10^{-14}) ,
\]

whereas the outer iteration is stopped after sufficient convergence with respect to the data error and point-wise changes for the parameters, i.e.

\[
\|y^\delta - \mathcal{G}(x^{n+1})\|_2 = \mathcal{O}(10^{-8}) \quad \text{and} \quad \max_k |\{x^{n+1} - x^n\}_k| = \mathcal{O}(10^{-6}) .
\]

The inner loop usually converges within 2 to 10 iterations, as frequently observed for the surrogate approach. The number of outer iterations strongly depends on the respective settings and chosen parameters.

Figure 2 shows the exact data curve (without noise) and the obtained reconstructions of the data for various values of \( p \) and \( q = 2 \) and approximately 5% Gaussian noise. The right hand axis refers to the difference of these curves, which is plotted below. For increasing values of \( p \) the data fit improves. Correspondingly the number of non-zero coefficients in the reconstructed Fourier coefficients increases as well. For \( p = 0.4 \) we reconstruct seven non-zero coefficients, for \( p = 0.5 \) the obtained solution consists of seven non-zero components, for \( p = 0.7 \) we get ten non-zero coefficients and for \( p = 0.9 \) the solution has twelve non-zero coefficients, compared to 14 non-zero entries in the true solution \( x^\dagger \). The decreasing number of non-zero coefficients indicates an increased promotion of sparse coefficient vectors for smaller values of \( p \). This is especially worth mentioning since already for \( p = 0.9 \) the number of non-zero coefficients is underestimated. Further one may note that the zero components of these solutions are really zero with respect to the machine precision (ca. \( 10^{-16} \)). Only in the solution for \( p = 0.9, q = 2 \) several “outliers” in the order of \( 10^{-5} - 10^{-10} \) are found. Further increasing the error criteria would provide a remedy. Additionally we find that the proposed regularization method is sensitive w.r.t. the choice of the regularization parameter \( \alpha \), which we account for by using fine grids of values for \( \alpha (0.5^{(0.1,1,2,...,1)}) \). Moreover, we would like to emphasize that all the obtained non-zero coefficients are within the support of the true solution \( x^\dagger \). Only for \( p = 0.9 \) and \( q = 2 \), some of the addressed very small outliers lie outside the support of the original solution. Eventually we obtain good data fits for
all values of $p$ and $q$, even in those cases where the reconstructed solution consists only of four non-zero components, compared to 14 coefficients in the true solution.

Figure 3 shows the progress of the iteration routine in the case of $p = 0.7$ and $q = 2$. Due to the high number of unknown coefficients (4097) we consider the progress of the iterates for a sub sample of the coefficients only. After 1500 iterations all coefficients greater than $10^{-6}$ lie within the index 2032 to 2068. The coefficients depicted in the first row are normalized w.r.t. the iterate after 1500 iterations, i.e. the iterate $x_{1500}$ is taken as a reference and the subsequent iterates are scaled with respect to $x_{1500}$. As some coefficients
Figure 3: The six graphics show the progress of the support for the iterations 1,500, 15,000, 73,500, 75,000, 78,000 and 84,000 in the above test example for $p = 0.4$ and $q = 2$. Only normalized values of coefficients greater than $10^{-6}$ are plotted. Moreover the coefficients of the original coefficients $x^\dagger$ are highlighted. Bars of the current iterate are additionally scaled w.r.t. the intermediate iterate after 1,500 for the first row (iteration 1,500 and 15,000) and w.r.t. to the intermediate iterate after 30,000 iterations for the remaining plots for better visualization.

become very small, we “re-normalize” the values of the coefficients w.r.t. the iterate after 3000 iterations for the remaining four graphics. We observe that the support of the final iterate is contained in the support of the true solution. Moreover, the individual coefficients outside the support decrease monotonously.

We now address the choice of $q$, as it directly affects the algorithm. In [13] it was shown that the solution to (39) can be calculated analytically for $q = 2$. Consequently the computational effort is reduced significantly at the expense
of numerical artifacts in the case of $q = 2$. Figure 4 shows the number of
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Figure 4: The bar charts show the number of (non-zero) entries above the thresholds $10^{-2}, 10^{-4}, 10^{-7}, 10^{-9}$ and $10^{-11}$, for $q = 1.1, 1.4, 2$ and $p = 0.7$. (non-zero) entries above a certain threshold in the cases of $q = 1.1, 1.4$ and $q = 2$. As one expects from the theory (cf. Sections 2 to 5) the choice of $q \in (1, 2)$ has no effect on the solution. Particularly no small non-zero entries occur. For $q = 2$ structurally the same solution is obtained, however due to numerical artifacts there is an increasing number of small coefficients w.r.t. the thresholds of $10^{-1}, 10^{-2}, 10^{-7}, 10^{-9}$ and $10^{-11}$. These effects can be controlled by stringent error criteria, which were relaxed by a factor of $10^{-3}$ for the results in Figure 4. Eventually one can conclude that the choice of $q = 2$ reduces the computational effort but requires more stringent error criteria if small artifacts shall be prevented.

Finally we compare the classic surrogate algorithm for $p = 1$ with the approach proposed here. In particular we compare the results obtained for $p = 0.9$ and $q = 2$ with the case of $p = 1$, as they are presumably most similar. Figure 5 shows the data fit obtained by the $\ell_1$-approach and compares this to the already presented result for $p = 0.9$ and $q = 2$. We observe that the quality of the obtained data fit is more or less identical and even slightly improved for $p = 0.9$. However, one may note that the reconstructed coefficient vector is more sparse for $p = 0.9$ than for $p = 1$. We observe twelve non-zero elements for the case of $p = 0.9$ and 13 non-zero elements for $p = 1$. Moreover, one may note that although all identified coefficients lie within the support of the true solution, in the case of $p = 1$ we observe that the reconstructed coefficient with index 2042 (most left coefficient in the lower left bar chart) has the wrong sign compared to the true solution. Eventually the shown comparison and the results presented for the cases of
Figure 5: In the upper left corner the data fit obtained by the $\ell_1$ surrogate approach is shown, similarly to Figure 2. On the upper right plot the $\ell_1$ reconstruction is plotted against the obtained reconstruction for $p = 0.9$ and $q = 2$. Below the reconstructed coefficients are compared to the true solution for the two cases of $p = 1$ and $p = 0.9$.

$p = 0.4, 0.5$ and $p = 0.7$ (see Figure 2) indicate an approximation of the classic $\ell_1$ surrogate approach for increasing $p$, which we would expect from the theory.

In summary the numerical deconvolution example confirms our analytical findings on the utilization of the transformation operator, the stable convergence and convergence rates. Additionally, the fact that the reconstructed solutions are always close to the true solution suggests that the algorithm reconstructs the global minimizer fitting the constructed data and thus providing good quality reconstructions. Moreover, the strong sparsity promoting feature of the considered regularization functionals and the principle idea of
exploiting the transformation operator in numerical algorithms is confirmed. Furthermore the comparison with the classic $\ell_1$ surrogate approach suggests that the proposed approach can be seen as an extension of the $\ell_1$ surrogate algorithm, with even increased sparsity promoting features. This allows a first rough assessment of the proposed algorithm within the framework of other sparsity promoting algorithms (cf. [41, 42, 43]). However, we would like to emphasize that these algorithms exclusively work for $p \geq 1$ and hence are not directly comparably.

7.2. Parameter Identification for a Chemical Reaction System - The Chlorite-Iodide Reaction

The second test example was taken from an application in physical chemistry. We demonstrate the advantages and capabilities of the suggested algorithm for a real world problem. In [11] Kügler et al. use sparsity promoting regularization for a parameter identification problem in a chemical reaction system, the so-called Chlorite-Iodide Reaction. This very well described chemical reaction network provides an attractive test example for the approach considered here. There are several motivations to enforce sparsity when identifying parameters in biological or chemical reaction systems (cf. [11, 44]). First, one may address the issue of manageable interpretations of the typically large networks. By identifying the most crucial parameters, still explaining the observed dynamics, one can obtain a reduced reaction network in the sense of model reduction. Secondly, the occurring species in these networks typically are not accessible to experimental measurements. Hence one inevitably lacks information and may encounter unidentifiable parameters. The sparsity promoting regularization is of particular interest, as it eliminates those unidentifiable parameters. They become zero, typically leading to zero rates or binding kinetics, and hence eliminate the respective reaction terms or species from the network. This is also in accordance with Ockham's razor, stating that the minimal solution is typically the most likely one. Especially when considering model based approaches this provides an attractive alternative to quantify these models by means of experimental data and reducing the probable model errors at the same time. Another application for sparsity promoting regularization arises for biological or chemical reaction systems, if we consider an already quantified model and want to incorporate additional data or different experimentally observed dynamics. By using the given parameter set as a prior in the regularization term we promote those solutions with a minimal number of changed parameters.
this way previously identified parameters are not likely to change and moreover one might identify those mechanisms relevant for the newly observed data or dynamics.

The full chemical reaction system for the Chlorite-Iodide reaction consists of seven non-linear ODE equations, with 22 parameters, as shown below.

\[
\begin{align*}
\frac{d[ClO_2^-]}{dt} &= -k_1 ClO_2^- I^- + k_0 INClO_2 - k_0 ClO_2
\\
\frac{d[HOCI]}{dt} &= k_3 HClO_2 I^- + k_4 HClO_2 HOI + k_5 HClO_2 HIO_2 - k_6 HOCI I^-
\\&\quad - k_7 HOCI HIO_2 - k_0 HOCI
\\
\frac{d[HIO_2^-]}{dt} &= k_4 HClO_2 HOI - k_5 HClO_2 HIO_2 - k_7 HOCI HIO_2 - k_8 f HIO_2 I^- H
\\&\quad + k_{8r} HOI^2 - 2 k_9 HIO_2^2 - k_{10} HIO_2 H_2OI^+ - k_0 HIO_2
\\
\frac{d[TClo_2^-]}{dt} &= k_1 ClO_2^- I^- - k_3 HClO_2 I^- - k_4 HClO_2 HOI - k_5 HClO_2 HIO_2
\\&\quad - k_0 TClO_2^-
\\
\frac{d[THOI]}{dt} &= k_{2a f} I_2/H - k_{2ar} HOI I^- + k_{2b f} I_2 - k_{2br} H_2OI^+ I^- + k_3 HClO_2 I^-
\\&\quad - k_4 HClO_2 HOI + k_6 HOCI I^- + 2 (k_{8f} HIO_2 I^- H - k_{8r} HOI^2)
\\&\quad + k_9 HIO_2^2 - k_{10} HIO_2 H_2OI^+ - k_0 THOI
\\
\frac{d[TI^-]}{dt} &= -k_1 ClO_2^- I^- + k_{2a f} I_2/H - k_{2ar} HOI I^- + k_{2b f} I_2 - k_{2br} H_2OI^+ I^- - k_3 HClO_2 I^- - k_6 HOCI I^- - k_{8f} HIO_2 I^- H + k_{8r} HOI^2
\\&\quad + k_{10} HIO_2 H_2OI^+ + k_0 INI^- - k_0 TI^-
\\
\frac{d[TI_2]}{dt} &= 0.5 k_1 ClO_2^- I^- - k_{2a f} I_2/H + k_{2ar} HOI I^- - k_{2b f} I_2 + k_{2br} H_2OI^+ I^-
\\&\quad - k_0 TI_2
\end{align*}
\]

where

\[
\begin{align*}
I^- &= TI^- - (K_{16} + TI^- + TI_2)/2 - \sqrt{(K_{16} + TI^- + TI_2)^2/4 - TI^- TI_2}
\\I_2 &= TI_2 - (K_{16} + TI^- + TI_2)/2 - \sqrt{(K_{16} + TI^- + TI_2)^2/4 - TI^- TI_2}
\\HClO_2 &= \frac{H}{(K_{14} + H)}
\\H_2OI^+ &= \frac{H}{(K_{15} + H)}
\\HOI &= \frac{K_{15}}{(K_{15} + H)}
\end{align*}
\]
Table 2: The table shows the molecular formulas and names of the species occurring in the considered model of the Chlorite-Iodide reaction system.

Table 2 gives a list of the occurring species. Additionally the prefixes $T$ and $IN$ denote the total concentration of the respective species and the influx into the batch system. The parameters mostly denote reaction rates or binding constants, which are assumed to be constant for the experiment. For an exact derivation and explanation of the species and parameters we refer to [11]. Eventually the experimental setup can be formulated by means of the shown ODE system and the algebraic equations below.

The Chlorite-Iodide Reaction is a so-called “chemical clock” and therefore exhibits sudden rapid changes in compound concentration. This causes the mathematical ODE model to be highly non-linear, stiff and consequently increases the computational load. We use the adjoint state technique for an efficient calculation of the gradient of the objective. Further we consider only a single data set, i.e. we assume the pH-value to be constant (cf. [11]). Naturally this is likely to reduce the number of identifiable parameters. In accordance with the findings in [11], we subsequently present even sparser solutions for the single data set.

Figure 6 shows the result of the identification routine for $p = 0.7$ and $q = 1.2$. The data was generated based on the results presented in [11]. This way we obtain a reasonable size of the problem (i.e. identifying all parameters by means of the time course of the ODE species from a single experiment), with realistic parameters and known true solution and a added relative noise level of about five percent. In order to reduce the computational load, we
first identify a parameter set by means of a standard $l_2$ regularization. The obtained solution is then used as an initial guess. Further the solution can be used for an efficient weighting of the regularization term for all non-zero coefficients of the $l_2$ solution. This is essential, as the parameters of the chemical model vary by more than $10^{20}$. With exception of the second coefficient all parameters obtained by the $l_2$ fit are non-zero and have been used for weighting.

Figure 7 shows the identified parameters, where eight out of 17 parameters are different from zero. Again we observed the enhanced sparsity promoting features by means of the regularization and of the transformation operator respectively. Figure 8 shows the progress of the iteration procedure. The size of the individual parameters decreases monotonously. One may note that the only zero component in the initial solution remains zero throughout
the iteration.

As observed for the deconvolution problem, our algorithm showed stable convergence for the non-linear problem. However, we observed an increased computational effort, due to the highly non-linear operator. In particular local minima increased the overall computation time and we have found an even increased sensitivity w.r.t. to the choice of the regularization parameter. Therefore we use a very fine grid for the different values of $\alpha$ ($\{0.9^{0,1,2,...}\}$). The fine grid for $\alpha$ and the addressed stiff and non-linear character of the considered ODE system required an efficient ODE solver. The evaluation time of the forward operator and the computation time of the gradient strongly depended on the respective parameter set and the current iterate. To reduce the computation time we used the CVODES ODE solver library from SUNDIALS. Usually the evaluation of the forward operator takes a few milliseconds up to some seconds, whereas the computation time for the gradient is typically slightly increased and lies between some milliseconds and up to several seconds. The use of the SUNDIALS package decreased the computation time about thirty percent. Moreover one may note that only non-negative values for the concentration of the species and the parameter values are realistic and acceptable. However, due to numerical artifacts negative values might occur during the ODE integration. We control this by stringent absolute error tolerances for the solver, as suggest by the developers of the solver library.

In summary we can conclude that the proposed algorithm provides a reasonable extension of the surrogate approach for non-convex sparsity pro-
Figure 8: The six bar charts show the progress of the solution for the iterations 1, 800, 2000, 5000, 10000, 30001 for the considered example with $p = 0.7$ and $q = 1.2$. Only normalized values of coefficients greater than $10^{-6}$ are plotted. Bars of the current iterate are additionally scaled w.r.t. the initial solution.
moting regularization terms in sequence spaces. It was successfully applied to the deconvolution problem, leading to a linear operator equation, as well as to the parameter identification problem with a highly non-linear operator. In both cases the strong sparsity promoting feature was observed. Moreover we showed that the technique of the transformation operator potentially allows to transform the $\ell_p$ regularization problem for $p < 1$ to a general $\ell_q$ problem with $q \geq 1$. This is especially of interest as numerous techniques for $\ell_q$ regularization with $q \geq 1$ exist, which can then be utilized. Particularly, methods which have already been shown to have sparsity promoting features (e.g. $\ell_1$ regularization) provide attractive alternatives. The transformation operator technique then would act as a sparsity enhancing map. For our future work we plan to investigate those possibilities and analyze the impact of the transformation operator.
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