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Abstract

We study the efficient adaptive solution of infinite matrix equations $Au = f$ for a matrix $A$ in the Jaffard algebra. By a modification of the adaptive numerical algorithms of Cohen, Dahmen, and DeVore we obtain an efficient and implementable iterative algorithms that converges with optimal order and possesses optimal complexity. In addition to $\ell^2$-convergence, the algorithm converges automatically in some stronger norms of weighted $\ell^p$-spaces. As an application we approximate the canonical dual frame of a localized frame and show that it is again a frame, and even a Banach frame for many associated Banach spaces. The main tools are taken from adaptive algorithms, from the theory of localized frames, and the special Banach algebra properties of the Jaffard algebra.
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1 Introduction

Fast matrix computations use either structure or sparsity. Structure, as used for the FFT or Toeplitz solvers, is more rigid and works only in very specific applications. Sparsity is more flexible and arises often in the discretization of operator equations with respect to a suitable basis. Roughly speaking, a matrix is sparse, if each row and each column contain only few non-zero entries (or few large entries). Likewise, a vector is sparse, if it has only few non-zero (or large) coefficients. The resulting matrix-vector multiplication is cheap because the operation count is determined by the number of large entries of the matrix and the vector. This observation is the key to the recent development of adaptive algorithms by Cohen, Dahmen, and DeVore [12, 13].
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Such adaptive numerical methods have been applied successfully for the solution of operator equations, in particular to PDE and integral equations [2, 4, 5, 6, 17, 28, 12, 13]. The existing stable and efficient implementations are mostly based on finite elements or, more recently, on the discretization with wavelet bases. The innovation brought by the use of wavelet bases was the rigorous analysis of the stability and smoothness properties of the algorithms. One of the main results guarantees that the adaptive algorithm of [12] converges with the optimal order and optimal numerical complexity. However, for PDE on bounded domains or on a closed manifold the adaptive wavelet method faces a serious limitation: the construction of suitable wavelet basis on domains is rather intricate, and the known constructions either have stability problems or lack sufficient smoothness.

These difficulties have motivated the use of (wavelet) frames instead of bases in adaptive schemes [15, 27]. Frames provide stable and redundant (non-orthogonal) expansions in a Hilbert space. In general, a wavelet frame on a domain is much easier to construct than a wavelet Riesz basis. However, by using frames, a new problem arises: the resulting stiffness matrix may be singular, and at first glance one has to solve a singular equation. This problem was settled in [15, 27], where it was shown that the adaptive strategies developed in [12, 13] can be generalized to the frame case and maintain their advantages.

In this paper we pursue the investigation of adaptive numerical strategies with frames. We deal with a form of sparse operator equations that arise from the discretization with respect to a frame. The first innovation is the chosen measure of sparsity. Whereas the adaptive wavelet schemes work with matrices in the Lemarié algebra, we use the Jaffard algebra. The sparsity of a matrix in the Jaffard algebra is given by the rate of its (polynomial) off-diagonal decay. This setting arises quite natural in many applications, notably in Gabor analysis, sampling theory, and in the discretization of pseudo-differential operators in the weighted Sjöstrand class [24]. We show that the principal subroutines of adaptive algorithms also work for the Jaffard algebra. We derive suitable schemes to approximate an infinite vector by a finite one, and we provide an implementable algorithm for the approximation of an infinite matrix-vector product. The resulting adaptive numerical scheme for the solution of infinite matrix equations is then guaranteed to converge with optimal order and operation count.

Our second innovation is the application of the theory of localized frames as developed in [19, 23]. This theory provides a powerful tool for the analysis of the dual frame, for series expansions in associated Banach spaces, and for the extension of frames to Banach spaces. A frame is localized (more precisely, self-localized), if its Gramian matrix is in the Jaffard algebra. To our knowledge, the combination of localized frames and adaptive algorithms is new. We believe that our techniques carry considerable potential for applications and further refinements.

Our analysis of adaptive algorithms with localized frames differs in several aspects from the wavelet case. The special structure of the Jaffard algebra allows us even to prove some stronger results.

- The adaptive algorithm simplifies significantly. The approximation of infinite vectors can be performed by a nearest neighborhood approximation. As a consequence, no sorting routines or binary binning strategies are needed. Moreover, a thresholding step that is needed in the wavelet case can be avoided.
• The approximation of a stiffness matrix in the Jaffard algebra is by a banded matrix and thus much simpler than the approximation by a compressible matrix.

• The proof of the optimality of the adaptive scheme requires that a certain orthogonal projection is also bounded on weighted \( \ell^p \)-spaces or on weak \( \ell^p \)-spaces. This property is automatically satisfied when working with localized frames and the Jaffard algebra, but it has to be postulated as an additional assumption in the case of wavelet frames and the Lemarié algebra, see [27, Thm. 3.12]. Or to put it more poignantly, we prove that, in the case of localized frames, the adaptive algorithm is optimal with respect to computational complexity, whereas the same question is still open for wavelet frames.

• The adaptive algorithm converges not only in the underlying Hilbert space, but also in a scale of stronger Banach space norms. In concrete examples these stronger norms imply the convergence of derivatives and convergence in weighted \( L^p \)-spaces. The automatic convergence of the adaptive algorithm in finer norms (Theorem 3.8) is surprising, and to our knowledge, is the first result of this type. It is unclear whether this stronger form of convergence also holds in the case of wavelet frames and the Lemarié algebra.

Let us emphasize that at the heart of our results is a special Banach algebra property of the Jaffard algebra. The key is that the Jaffard algebra is closed under taking inverses [26], whereas the Lemarié algebra lacks this property. It is likely that our main results can be extended to the larger class of Banach algebras and localized frames that was considered in [19].

As an important application of the new adaptive strategies, we investigate the computation of the canonical dual frame. The canonical dual is necessary to compute the coefficients of a frame expansion. Each vector of the canonical dual is defined implicitly by an operator equation involving the frame operator. Therefore the properties of the dual frame are often hard to check and usually no explicit formulas are available. Computational issues about the dual frame are investigated in [7, 8] and in [11] (by means of the finite section method and localization properties of the frame), but it seems that for infinite frames no implementable solutions are presently available.

We apply the adaptive algorithm to the discretization of the frame operator, where the discretization may be with respect to a different frame. For a suitably localized frame, the corresponding stiffness matrix is in the Jaffard algebra, and thus the adaptive algorithm yields an efficient approximation of each element of the dual frame. Our main result (Theorem 5.2) asserts that the approximation of the dual frame is again a frame and that this approximation works in much finer norms (involving decay and smoothness conditions). These results are far from obvious and require the entire machinery of adaptive methods and localized frame theory.

This paper is organized as follows. In Section 2, we discuss the frame setting as far as it is needed for our purposes. Special emphasis is laid on Banach frames and localization properties. Section 3 is concerned with matrix computations in the Jaffard algebra. First we derive a subroutine to approximate infinite vectors by finite ones. Then we describe an algorithm to compute finite vectors that approximate infinite matrix-vector products up to a given precision. The combination of these subroutines yields an adaptive algorithm Solve 3.
for the numerical solution of infinite matrix equations in the Jaffard algebra. We carry out a
detailed analysis of the convergence and complexity of this algorithm in Thms. 3.6 and 3.8.
In Section 4, we deal with the efficient computation of the canonical dual frame by means
of SOLVE. Finally, in Section 5, we present the error estimates that guarantee that the
approximated elements of the canonical dual again form a frame.

Throughout this paper ‘a ≲ b’ means that there exists a positive constant C such that
a ≤ Cb. If a ≲ b and b ≲ a then we will write a ∼ b. We determine the constants explicitly
only if their value is crucial for further analysis. The expression C(A) stands for the number
of algebraic operations needed to compute the quantity A. By L(B) we denote the space of
bounded linear operators on a Banach space B.

2 Intrinsically Localized Frames in Banach Spaces

2.1 Frames in Hilbert and Banach Spaces

In this section we recall the concept of frames. Frames provide stable and redundant
nonorthogonal expansions in Hilbert spaces, and they can be used to define certain associated
Banach spaces and to obtain stable decompositions in these Banach spaces. The canonical dual
frame is used to compute the coefficients of such expansions and plays a pivotal role in the theory of Banach spaces associated to frames and in many concrete applications.

In the following we assume that the index set is $\mathcal{N} = \mathbb{Z}^d$. This is no loss of generality,
because we can map any relatively separated set of $\mathbb{R}^d$ into $\mathbb{Z}^d$ by a trick in [3]. A subset $\mathcal{G} = \{ g_n : n \in \mathcal{N} \}$ of a separable Hilbert space $\mathcal{H}$ is called a frame for $\mathcal{H}$, if

$$A_G \| f \|^2 \leq \sum_{n \in \mathcal{N}} |\langle f, g_n \rangle|^2 \leq B_G \| f \|^2,$$

for all $f \in \mathcal{H}$, (1)

for some constants $0 < A_G \leq B_G < \infty$. Associated to the frame are the following bounded operators

$$F : \mathcal{H} \to \ell^2(\mathcal{N}), \quad f \mapsto (\langle f, g_n \rangle)_n,$$

$$F^* : \ell^2(\mathcal{N}) \to \mathcal{H}, \quad c \mapsto \sum_{n \in \mathcal{N}} c_n g_n.$$

The composition $S := F^* F$ is a boundedly invertible, positive operator on $\mathcal{H}$ called the frame operator. The set $\{ \tilde{g}_n := S^{-1} g_n : n \in \mathcal{N} \}$ is again a frame for $\mathcal{H}$, the canonical dual frame, with corresponding analysis and synthesis operators

$$\tilde{F} = F(F^* F)^{-1}, \quad \tilde{F}^* = (F^* F)^{-1} F^*.$$ (4)

In particular, one has the following orthogonal decomposition of $\ell^2(\mathcal{N})$

$$\ell^2(\mathcal{N}) = \text{ran}(F) \bigoplus \ker(F^*),$$ (5)

and

$$P := F(F^* F)^{-1} F^* : \ell^2(\mathcal{N}) \to \text{ran}(F),$$ (6)
is the orthogonal projection onto \( \text{ran}(F) \). In general \( \text{ran}(F) \neq \ell^2(\mathcal{N}) \), and \( \text{ran}(F) = \ell^2(\mathcal{N}) \) if and only if \( \mathcal{G} \) is a Riesz basis. From the invertibility of \( S \) one has also the following reproducing formulas

\[
f = \sum_{n \in \mathcal{N}} \langle f, \tilde{g}_n \rangle g_n = \sum_{n \in \mathcal{N}} \langle f, g_n \rangle \tilde{g}_n, \quad \text{for all } f \in \mathcal{H}.
\] (7)

More information on frames can be found in the book [9].

The concept of frame can be extended to Banach spaces as follows.

**Definition 1 ([21])**. A **Banach frame** for a separable Banach space \( \mathcal{B} \) is a sequence \( \mathcal{G} = \{g_n : n \in \mathcal{N}\} \) in \( \mathcal{B}' \) with an associated sequence space \( \mathcal{B}_d \) such that the following properties hold.

(a) Norm equivalence:

\[
\|f\|_{\mathcal{B}} \asymp \|\langle f, g_n \rangle_{n \in \mathcal{N}}\|_{\mathcal{B}_d}, \quad \text{for all } f \in \mathcal{B}.
\]

(b) There exists a bounded operator \( R \) from \( \mathcal{B}_d \) onto \( \mathcal{B} \), a so-called **synthesis or reconstruction operator**, such that

\[
R(\langle f, g_n \rangle_{n \in \mathcal{N}}) = f, \quad \text{for all } f \in \mathcal{B}.
\]

A dual concept and a different extension of Hilbert frames to Banach spaces is given by the notion of **atomic decomposition**.

**Definition 2**. An **atomic decomposition** for a separable Banach space \( \mathcal{B} \) consists of a pair of sets \( \mathcal{G} = \{g_n : n \in \mathcal{N}\} \) in \( \mathcal{B} \) and and \( \mathcal{G} = \{\tilde{g}_n : n \in \mathcal{N}\} \) in \( \mathcal{B}' \) and an associated sequence space \( \mathcal{B}_d \) such that the following properties hold.

(a) Norm equivalence:

\[
\|f\|_{\mathcal{B}} \asymp \|\langle f, \tilde{g}_n \rangle_{n \in \mathcal{N}}\|_{\mathcal{B}_d}, \quad \text{for all } f \in \mathcal{B}.
\]

(b) The series expansion for the reconstruction of \( f \),

\[
f = \sum_{n \in \mathcal{N}} \langle f, \tilde{g}_n \rangle g_n,
\]

converges unconditionally for all \( f \in \mathcal{B} \).

### 2.2 Discretization of Operator Equations by Frames

In this subsection, we explain how frames can be used for the numerical treatment of operator equations

\[
\mathcal{L}u = f,
\] (8)

where \( \mathcal{L} \) denotes a boundedly invertible linear operator on \( \mathcal{H} \). We want to solve (8) approximately with the aid of a suitable numerical scheme based on frames. A natural idea is the use of a Galerkin scheme. There one chooses a finite subset of frame elements, considers their span \( V \subset \mathcal{H} \), and searches for \( u_V \in V \) such that

\[
\langle \mathcal{L}u_V, v \rangle = \langle f, v \rangle, \quad \text{for all } v \in V.
\] (9)
However, this standard approach may face serious problems, because the stiffness matrix corresponding to \( (8) \) may be singular in the frame case. Nevertheless, it is possible to transform \( (8) \) into an equivalent bi-infinite matrix equation on \( \ell^2(\mathcal{N}) \) and to derive a series representation for the solution as we shall explain now. The following lemma has been proved in [15], see also [16, 27].

**Lemma 2.1.** If \( \mathcal{L} \) is a self-adjoint invertible operator on \( \mathcal{H} \), then the operator

\[
A := \mathcal{L} \mathcal{F} \mathcal{F}^* \tag{10}
\]

is a bounded operator from \( \ell^2(\mathcal{N}) \) to \( \ell^2(\mathcal{N}) \). Moreover \( A = A^* \) and it is boundedly invertible on its range \( \text{ran}(A) = \text{ran}(\mathcal{F}) \).

In principle, under suitable assumptions, a linear system \( Au = f \) can be solved by a simple Richardson-Landweber iteration, as we show in the following.

**Theorem 2.2.** Let \( \mathcal{L} \) be a boundedly invertible, positive operator on \( \mathcal{H} \) and let \( A \) be as in (10). Denote

\[
f := \mathcal{F} f \tag{11}
\]

and \( A \) as in (10). Then the solution \( u \) of \( (8) \) can be computed by

\[
u = \mathcal{F}^* u \tag{12}
\]

where \( u \) is given by

\[
u = \left( \alpha \sum_{n=0}^{\infty} (\text{id} - \alpha A)^n \right) f, \tag{13}
\]

with \( 0 < \alpha < 2/\lambda_{\text{max}} \) and \( \lambda_{\text{max}} = \| A \| \).

Observe that (13) is simply a damped Richardson iteration

\[
u^{(n+1)} = \nu^{(n)} - \alpha (Au^{(n)} - f), \quad n \geq 1, \tag{14}
\]

\[
u^{(0)} = 0, \quad \nu = \lim_{n \to +\infty} \nu^{(n)}.
\]

Clearly (14) cannot be implemented directly since it involves infinite vectors and bi-infinite matrices. Nevertheless, an implementable numerical scheme can be derived by approximating the bi-infinite matrices and vectors in (13) by finite ones. This issue will be discussed in Section 3.

**REMARK:** According to Theorem 2.2 we have to compute (13) on the range of \( A \). However, if we perturb (13) by approximating the bi-infinite matrices and the infinite vectors, then the resulting vectors will have components in the kernel of \( A \). However, since \( \ker(A) = \ker(F^*) \) by (10), the iteration will still converge if the projected error onto \( \text{ran}(A) \) tends to zero.
2.3 Intrinsic Localized Frames and Associated Banach Spaces

The concept of localized frames has been recently introduced and investigated in [3, 14, 18, 19, 20, 23, 25] as a tool for extending a frame for a Hilbert space to a Banach frame (or an atomic decomposition) for a family of associated Banach spaces. The localization is a measure of the sparseness of a frame and is defined by the off-diagonal decay of the Gramian matrix of the frame. We first recall the concept of mutual localization of two frames and then the necessary results from Banach algebra theory.

In this paper we work with the Jaffard algebra [26] which is defined as the class of matrices $A = (a_{kl})$, $k, l \in \mathcal{N}$, such that

$$|a_{kl}| \lesssim (1 + |k - l|)^{-\gamma} \quad \text{for all } k, l \in \mathcal{N}, \quad \gamma > d.$$  

We denote the Jaffard algebra by $\mathcal{A} := \mathcal{A}_\gamma$ and endow it with the norm

$$\|A\|_{\mathcal{A}_\gamma} := \sup_{k, l \in \mathcal{N}} |a_{kl}|(1 + |k - l|)^\gamma.$$  

One can show [23, 26] the following properties:

(A0) If $\gamma > d$, then $A \subseteq L(\ell^2(\mathcal{N}))$, i.e., each $A \in \mathcal{A}$ defines a bounded operator on $\ell^2(\mathcal{N})$.

(A1) If $A \in \mathcal{A}$ is invertible on $\ell^2(\mathcal{N})$, then $A^{-1} \in \mathcal{A}$ as well. In the language of Banach algebras, $\mathcal{A}$ is inverse-closed in $L(\ell^2(\mathcal{N}))$.

(A2) $\mathcal{A}$ is solid: i.e., if $A \in \mathcal{A}$ and $|b_{kl}| \leq |a_{kl}|$ for all $k, l \in \mathcal{N}$, then $B \in \mathcal{A}$ as well.

We refer to [25] where several examples of algebras with properties (A0-2) are presented.

Let us denote by $w_{\gamma}(x) = (1 + |x|)^{\gamma}$ the polynomially growing, submultiplicative, and radial symmetric weight function on $\mathbb{R}^d$. A weight $m$ on $\mathbb{R}^d$ is called $\gamma$-moderate if $m(x + y) \leq w_{\gamma}(x)m(y)$. In particular, if $m$ is $\gamma$-moderate then $m^{-1}$ is also $\gamma$-moderate and both $m(x)^{-1} \lesssim w_{\gamma}(x)$ and $m(x) \lesssim w_{\gamma}(x)$ for all $x \in \mathbb{R}^d$.

**Definition 3.** Given two frames $\mathcal{G} = \{g_n : n \in \mathcal{N}\}$ and $\mathcal{F} = \{f_x : x \in \mathcal{N}\}$ for the Hilbert space $\mathcal{H}$, the (cross-) Gramian matrix $A = A(\mathcal{G}, \mathcal{F})$ of $\mathcal{G}$ with respect to $\mathcal{F}$ is the $\mathcal{N} \times \mathcal{N}$-matrix with entries

$$a_{xn} = \langle g_n, f_x \rangle.$$  

The frame $\mathcal{G}$ for $\mathcal{H}$ is called $\mathcal{A}$-localized with respect to the frame $\mathcal{F}$ if $A(\mathcal{G}, \mathcal{F}) \in \mathcal{A}$. In this case we write $\mathcal{G} \sim_\mathcal{A} \mathcal{F}$. If $\mathcal{G} \sim_\mathcal{A} \mathcal{F}$, then $\mathcal{G}$ is called $\mathcal{A}$-self-localized or intrinsically $\mathcal{A}$-localized.

Intrinsic localization of frames is a very powerful concept and is essential for the following general principle which has been shown in [19, Corollary 3.7].

**Theorem 2.3.** Let $\mathcal{G}$ be a frame for $\mathcal{H}$ and let $\gamma > d$. If the Gramian of $\mathcal{G}$ satisfies the condition

$$|\langle g_k, g_l \rangle| \leq Cw_{\gamma}(k - l)^{-1} \quad \text{for all } k, l \in \mathcal{N},$$  

then the Gramian of the dual frame $\mathcal{G}'$ also satisfies

$$|\langle g_k, g_l \rangle| \leq C'w_{\gamma}(k - l)^{-1} \quad \text{for all } k, l \in \mathcal{N},$$
and
\[ |\langle \tilde{g}_k, g_l \rangle| \leq C'w_{\gamma}(k-l)^{-1} \quad \text{for all } k, l \in \mathcal{N}. \]

More generally, if \( G \) is \( A \)-self-localized, then \( \tilde{G} \) is also \( A \)-self-localized and \( \tilde{G} \sim_A G \).

REMARK: Since the canonical dual frame \( \tilde{G} \) is defined implicitly by the equations
\[ S\tilde{g}_n = g_n, \quad n \in \mathcal{N}, \quad (15) \]
it is usually difficult to check the properties of \( \tilde{G} \) and almost impossible to derive explicit formulas for \( \tilde{g}_n \). Theorem 2.3 provides some control of the dual frame and lies at the heart of the efficient and implementable methods for the approximation of \( \tilde{G} \).

Next we illustrate how certain families of Banach spaces can be characterized by \( A \)-self-localized frames. In the following we assume that \( \gamma > s + d \) and \( m \) is an \( s \)-moderate weight.

Let \( (G, \tilde{G}) \) be a pair of dual \( A \)-self-localized frames for \( H \). Assume \( 1 \leq p \leq \infty \) and \( \ell^p_m(\mathcal{N}) \subset \ell^2(\mathcal{N}) \). Then the Banach space \( \mathcal{H}^p_m(G, \tilde{G}) \) is defined to be
\[ \mathcal{H}^p_m(G, \tilde{G}) := \{ f \in H : f = \sum_{n \in \mathcal{N}} \langle f, \tilde{g}_n \rangle g_n, \quad (\langle f, \tilde{g}_n \rangle)_{n \in \mathcal{N}} \in \ell^p_m(\mathcal{N}) \} \quad (16) \]
with the norm
\[ \|f\|_{\mathcal{H}^p_m} = \|\langle f, \tilde{g}_n \rangle\|_{\ell^p_m}. \]

Since \( \ell^p_m(\mathcal{N}) \subset \ell^2(\mathcal{N}) \), \( \mathcal{H}^p_m \) is a dense subspace of \( H \). If \( \ell^p_m(\mathcal{N}) \) is not included in \( \ell^2(\mathcal{N}) \) and \( 1 \leq p < \infty \), then we define \( \mathcal{H}^p_m \) to be the completion of the subspace \( \mathcal{H}_0 \) of all finite linear combinations in \( G \) with respect to the \( \mathcal{H}^p_m \)-norm. If \( p = \infty \), then we take the weak*-completion of \( \mathcal{H}_0 \) to define \( \mathcal{H}^\infty_m \).

REMARK: The definition of \( \mathcal{H}^p_m(G, \tilde{G}) \) does not depend on the particular \( A \)-self localized dual chosen, and any other \( A \)-self-localized frame \( F \) which is localized with respect to \( G \) generates the same space with an equivalent norm. For more details we refer to [19].

Theorem 2.4. Assume that \( G \) is an \( A_\gamma \)-self-localized frame for \( H \) for some \( \gamma > s + d \). Then both \( G \) and and its canonical dual frame \( \tilde{G} \) form a Banach frame for \( \mathcal{H}^p_m(G, \tilde{G}) \) for \( 1 \leq p \leq \infty \) and every \( s \)-moderate weight \( m \). Moreover, for the same range of parameters, the pair \( (G, \tilde{G}) \) yields an atomic decomposition of \( \mathcal{H}^p_m \) with sequence space \( \ell^p_m \).

3 Matrix Computations in the Jaffard Algebra

In this section, we want to discuss the basic subroutines required for the approximate numerical solution of the system of equations
\[ Au = f. \quad (17) \]

As already indicated in Subsection 2.2, this task requires the approximation of infinite vectors and bi-infinite matrix-vector products by finite ones. The first issue is addressed in
Subsection 3.1 and is settled by the $N$–nearest neighborhood approximation. The second problem will be discussed in Subsection 3.2 where we derive a subroutine for the computation of a finite vector $w_\varepsilon$ such that
\[ \| w_\varepsilon - Av \|_2 \leq \varepsilon. \] (18)

Finally, in Subsection 3.3 we combine these building blocks and obtain a numerical scheme that is guaranteed to converge with optimal order.

**REMARK:** The occurrence of the many parameters $\gamma, r, s, t,$ etc. is unavoidable and requires some clarification. First, $\gamma$ parametrizes the off-diagonal decay of a matrix and can be understood as a measure for sparsity. The parameter $s$ indicates the decay of an infinite vector and serves as a measure for the localization. Usually $s$ depends on $\gamma$, the common hypothesis is $s + d < \gamma$. The parameter $r$ is a measure for the complexity of an algorithm and occurs in the operation count. It is always given by $r = s/d - 1/2$. Finally, for the convergence of iterative algorithms we will use weighted $\ell^p$-spaces. In this context the parameter $t$ measures the maximal growth of the admissible weight, $t$ depends on $s$ and $\gamma$.

### 3.1 Nearest Neighborhood Approximation

In this section, we want to introduce the sequence spaces and the approximation schemes that are needed for our purpose.

Let us start by clarifying our notion of an optimal numerical algorithm. Let $V \subset \ell^2$ be a normed vector space. Assume that there exists an $r$ such that every $v \in V$ possesses a finite approximation $v_\varepsilon \in V$ with the properties:

(a) $\| v - v_\varepsilon \|_2 \leq \varepsilon$;

(b) $\# \text{ supp}(v_\varepsilon) \lesssim \varepsilon^{-1/r} \| v \|_V^{1/r}$.

Clearly, the larger $r$, the smaller the support of $v_\varepsilon$. We will denote the maximal exponent that works for all $v \in V$ by $r = r(V)$. Then a numerical scheme will be called **optimal**, if it produces an approximation $v_\varepsilon$ with the properties (a) and (b) and with computational costs satisfying

(c) $C(v_\varepsilon) \lesssim \varepsilon^{-1/r} \| v \|_V^{1/r}$.

Let us now introduce the sequence spaces $\ell^\infty_{\ell^s}$.

**Definition 4.** For $s > d, x \in \mathcal{N}$, and for $v \in \ell^\infty_{\ell^s}$ we define the norm
\[ \| v \|_{s,x} := \sup_{k \in \mathcal{N}} |v_k|(1 + |x - k|)^s. \] (19)

Of course, for $x, y \in \mathcal{N}, y \neq x$ one has
\[ (1 + |x - y|)^{-s} \| v \|_{s,x} \leq \| v \|_{s,y} \leq (1 + |x - y|)^s \| v \|_{s,x}. \] (20)

Therefore the norms $\| \cdot \|_{s,x}$ are equivalent to $\| \cdot \|_{s,0} = \| \cdot \|_{\ell^\infty_{\ell^s}}$. Nevertheless, we will use this general notation to indicate that a vector is “localized”.
Definition 5. A vector \( v \in \ell^2(N) \) is \( s \)-localized at \( x \in N \), if \( v \in \ell^\infty_w(N) \) and
\[
\|v\|_{s,x} = \min_{y \in N} \|v\|_{s,y}.
\] (21)

In \( \ell^\infty_w \), we consider the following approximation scheme.

Definition 6. Given a vector \( v \in \ell^\infty_w \) localized at \( x \), we define its \( N \)-nearest neighborhood approximation by
\[
v_k^{N-nearest} := \begin{cases} v_k & |k - x| \leq N \\ 0 & \text{otherwise} \end{cases}
\]

By a small computation, we have
\[
\|v - v_{k}^{N-nearest}\|_{\ell^2} \lesssim \|v\|_{s,x} N^{d/2-s}.
\]

Given \( \varepsilon > 0 \), set \( r = \frac{s}{d} - \frac{1}{2} \), \( N = (\|v\|_{s,x} \varepsilon^{-1})^{\frac{1}{r}} \), and \( v_x = v^{N-nearest} \). Then
\[
\|v - v_x\|_{\ell^2} \leq \varepsilon \quad \text{and} \quad \# \text{supp}(v_x) \lesssim \varepsilon^{-1/r} \|v\|_{s,x}^{1/r}.
\]

Moreover, since there is no need of algebraic operations to compute \( v_x \) the computational cost can be assumed constant and certainly \( C(v^x) \lesssim \varepsilon^{-1/r} \|v\|_{s,x}^{1/r} \). Consequently, the nearest neighborhood approximation gives rise to an optimal approximation for vectors in \( \ell^\infty_w \), provided that we have clarified that \( r = \frac{s}{d} - \frac{1}{2} \) is really the maximal choice for the rate of approximation, as we shall now explain.

As an alternative to the \( N \)-nearest neighborhood approximation we consider the best \( M \)-term approximation of a vector \( v \in \ell^2 \). Let \( v^{M-best} \) be the vector of the \( M \) coefficients of \( v \) that are largest in modulus (or, equivalently, the first \( M \) coefficients of its non-increasing rearrangement \( \gamma(v) \)). If \( v \in \ell^\infty_w \) and \( M = \#\{k : |k - x| \leq N\} \), then clearly
\[
\|v - v^{M-best}\|_{\ell^2} \leq \|v - v^{N-nearest}\|_{\ell^2}, \quad \text{where} \quad \#\text{supp} v^{N-nearest} = \#\text{supp} v^{M-best} \asymp N^d.
\]

The \( M \)-term approximation is related with the weak \( \ell^\tau \)-spaces. Let \( \gamma_n(v) \) be the \( n \)-th term of a non-increasing rearrangement of \( v \) and \( 0 < \tau < 2 \). Then the space \( \ell^{\tau,w}(N) \) is defined by
\[
\ell^{\tau,w}(N) := \{ v \in \ell^2(N) : |v|_{\ell^{\tau,w}} := \sup_{n \in N} n^{1/\tau} |\gamma_n(v)| < \infty \}.
\] (22)

It is easy to verify the following properties of \( \ell^{\tau,w} \):

(a) \( \|v\|_{\ell^{\tau,w}} \) is a quasi-norm, i.e., \( \|v + w\|_{\ell^{\tau,w}} \leq C_\tau (\|v\|_{\ell^{\tau,w}} + \|w\|_{\ell^{\tau,w}}) \) for some constant \( C_\tau > 1 \);
(b) \( \ell^\tau \subset \ell^{\tau,w} \subset \ell^{\tau+\delta} \) for any \( \delta \in (0, 2 - \tau) \);
(c) if \( \tau = (1/2 + r)^{-1} \), then
\[
|v|_{\ell^{\tau,w}} \sim \sup_{M \geq 1} M^\tau \|v - v^{M-best}\|_{\ell^2}.
\]
Thus, if $\varepsilon = M^{-r}|v|_{\ell^r,w}$ and $v_\varepsilon = v^{M-\text{best}}$, then

$$\|v - v_\varepsilon\|_{\ell^2} \leq \varepsilon \quad \text{and} \quad \# \text{supp}(v_\varepsilon) = M = (\varepsilon^{-1}|v|_{\ell^r,w})^{1/r}.\$$

This implies immediately that $\ell^\infty_{w_s} \subset \ell^\tau_{\ell^r,w}$, for $\tau = (1/2 + r)^{-1}$ and $r = \frac{s}{2} - \frac{1}{2}$. Moreover, there exists $v \in \ell^\infty_{w_s}$, but $v \notin \ell^\tau_{\ell^r,w}$ for $\tilde{\tau} < \tau = (1/2 + r)^{-1}$ and $r = \frac{s}{2} - \frac{1}{2}$, for which the best $M$-coefficient approximation cannot be more efficient than the $N$-nearest neighborhood approximation. Just consider for example $v = w_s^{-1}$. Thus the $N$-nearest neighborhood approximation is optimal.

The discussion above shows that for vectors $v \in \ell^\infty_{w_s}(N)$ the $N$-nearest neighborhood approximation provides an implementable, optimal procedure, which we call RHS as in [12]. It has the following properties.

**RHS** $[\varepsilon, v] \to v_\varepsilon$: determines for $v \in \ell^\infty_{w_s}(N)$ a finitely supported $v_\varepsilon$ such that

(a) $\|v - v_\varepsilon\|_{\ell^2} \leq \varepsilon$;

(b) $\text{supp}(v_\varepsilon) \subseteq B(x, N)$ and $\# \text{supp}(v_\varepsilon) \lesssim N^d \lesssim \varepsilon^{-1/r}\|v\|_{s,x}^{1/r},$;

(c) $C(v_\varepsilon) \lesssim \varepsilon^{-1/r}\|v\|_{s,x}^{1/r}.$

### 3.2 Matrix Computations

The aim of this section is to establish the second fundamental subroutine, namely a fast algorithm for the computation of a finite vector $w_\varepsilon$, possibly with small (or minimal) support such that

$$\|w_\varepsilon - Av\|_{\ell^2} \leq \varepsilon.$$

We first study the approximation of an arbitrary matrix $A$ on $N$ by a banded matrix. For $N \in \mathbb{N}$, we define the matrix $B^N$ by

$$b^N_{hk} := \begin{cases} 0, & |h - k| > N \\ a_{hk}, & \text{otherwise}. \end{cases}$$

Clearly, a matrix with fast off-diagonal decay will be approximated well by banded matrices. The following lemma studies the error $A - B^N$ for the Jaffard class on various sequence spaces.

**Lemma 3.1.** Assume that $A \in A_\gamma$.

(a) If $\gamma > d$, then we have, in the operator norm on $\ell^2(N)$,

$$\|A - B^N\| := \|A - B^N\|_{\ell^2 \to \ell^2} \lesssim N^{d - \gamma}. \quad (24)$$

(b) If $s + d < \gamma$, $1 \leq p \leq \infty$, and $m$ is an $s$-moderate weight, then, in the operator norm on $\ell^p_m$, we have

$$\|A - B^N\|_{\ell^p_m \to \ell^p_m} \lesssim N^{d + s - \gamma}. \quad (25)$$
(c) In particular, if \( s + d < \gamma \), then

\[
\| A - B^N \|_{s,x} := \| A - B^N \|_{\ell^\infty_w \to \ell^\infty_s} \lesssim N^{d+s-\gamma},
\]

where the constant does not depend on \( x \). Here the notation \( \| C \|_{s,x} \) indicates the operator norm of \( C \) acting on \( \ell^\infty_w \) endowed with the norm \( \| \cdot \|_{s,x} \).

Proof. (a) We use the Schur test to estimate the operator norm on \( \ell^2 \).

\[
\sup_{h \in \mathbb{N}} \left| \sum_{k \in \mathbb{N}} (a_{hk} - b_{hk}^N) \right| = \sup_{h \in \mathbb{N}} \left| \sum_{k \in \mathbb{N} : |k-h| > N} a_{hk} \right| \\
\leq \| A \|_{\mathcal{A}_s} \sup_{h \in \mathbb{N}} \left| \sum_{k \in \mathbb{N} : |k-h| > N} (1 + |k-h|)^{-\gamma} \right| \\
\lesssim \| A \|_{\mathcal{A}_s} \ N^{d-\gamma},
\]

and likewise with \( k \) and \( h \) interchanged. Thus (24) follows.

(b) We fix the weight \( m \) and prove (25) first for \( p = 1 \) and \( p = \infty \). Since \( m(k) \lesssim (1 + |k-l|)^s \ m(l) \), we obtain

\[
\| (A - B^N)c \|_{\ell^1_m} = \sum_k \left| \sum_{l : |l-k| > N} a_{kl} c_l \right| m(k) \\
\leq \| A \|_{\mathcal{A}_s} \sum_k \left( \sup_{l : |k-l| > N} (1 + |k-l|)^{-\gamma} |c_l| m(k-l+l) \right) \\
\lesssim \| A \|_{\mathcal{A}_s} \ N^{-\gamma+s+d} \| c \|_{\ell^1_m}.
\]

Similarly, for \( p = \infty \) we obtain

\[
\| (A - B^N)c \|_{\ell^\infty_m} = \sup_k \left| \sum_{l : |l-k| > N} a_{kl} c_l \right| m(k) \\
\leq \| A \|_{\mathcal{A}_s} \sup_k \left( \sum_{l : |k-l| > N} (1 + |k-l|)^{-\gamma+s} |c_l| m(l) \right) \\
\lesssim \| A \|_{\mathcal{A}_s} \| c \|_{\ell^\infty_m} \ N^{-\gamma+s+d}.
\]

For \( 1 < p < \infty \), (25) now follows by interpolation.

(c) Since \( m(k) = (1 + |k-x|)^s \) is \( s \)-moderate, the uniform estimate in the \( (s,x) \)-norm is a special case of (27).

Lemma 3.1 gives an error estimate for the approximation of a matrix in the Jaffard class by a banded matrix. This should be distinguished from the more general concept of approximations by sparse matrices of [12]. According to [12], a matrix \( A : \ell^2(\mathcal{N}) \to \ell^2(\mathcal{N}) \)
is called $r^*$–compressible for $r^* > 0$ if for each $j \in \mathbb{N}$ there exist constants $\alpha_j$, $C_j$, and a matrix $A^j$ having at most $\alpha_j2^j$ non–zero entries in each column, such that

$$\|A - A^j\| \leq C_j,$$  \hspace{2cm} (28)

where $(\alpha_j)_{j \in \mathbb{N}}$ is summable, and for any $0 < r < r^*, (C_j2^j)_{j \in \mathbb{N}}$ is summable.

**Lemma 3.2.** If $A \in A_\gamma$ for $\gamma > d$, then $A$ is at least $(\gamma - d)/d$–compressible.

**Proof.** For all $j \in \mathbb{N}$ denote $A^j := B^{2j/d}/j^2$. Then $A^j$ has at most $2j/j^2d$ entries in each column, and $\sum_j \alpha_j = \sum_j j^{-2d} < \infty$. By Lemma 3.1, one has

$$\|A - A^j\| \lesssim \left( \frac{2j/d}{j^2} \right)^d \gamma =: C_j, \quad \text{and} \quad \sum_j C_j 2^j(\gamma - d)/d = \sum_j j^{-2(\gamma - d)} < \infty.$$  \hspace{2cm} \blacksquare

We now turn to the fast matrix-vector multiplication for matrices in the Jaffard class and vectors in $\ell^\infty_w$. The results are very much inspired by [12] and [27], and the proofs partially follow their lines. Nevertheless, there is a substantial difference. Our algorithm exploits decay conditions instead of sparsity, and it does not require any sorting routines or binary binning strategies.

We now introduce the following numerical procedure for approximating $A v$.

**APPLY**[$\varepsilon$, $A$, $v$] → $w_\varepsilon$:

(i) With $C_k = N \cap ([-2^{k/d-1}, 2^{k/d-1}]^d + x)$, $C_0 = \emptyset$

define the dyadic coronas

$$V_k = C_k \backslash C_{k-1}.$$  \hspace{2cm} (29)

(ii) Set $v^{[k]} := v \chi_{V_k}$. Then $\# \text{supp } v^{[k]} = \# V_k \asymp 2^{k-1}$. Choose $k^*$ such that

$$\|A\| \left\| v - \sum_{k=0}^{k^*} v^{[k]} \right\|_{\ell^2} \leq \frac{\varepsilon}{2}.$$  \hspace{2cm} (30)

(iii) Compute the smallest $j \geq k^*$ such that

$$\sum_{k=0}^{k^*} C_j \|v^{[k]}\|_{\ell^2} \leq \frac{\varepsilon}{2},$$  \hspace{2cm} (31)

where $C_j$ is as in the proof of Lemma 3.2.

(iv) Compute

$$w_\varepsilon := \sum_{k=0}^{k^*} A^{j-k} v^{[k]}.$$  \hspace{2cm} (32)
From now on we denote the ball of radius $R$ centered at $x$ by $B(x, R) = \{ y : |y-x| \leq R \}$ and note that $(B(x, R) \cap \mathcal{N}) \sim R^d$.

**Theorem 3.3.** Let $\gamma > s + d$, $r = \frac{s}{d} - \frac{1}{2}$, and $\varepsilon > 0$. Assume that $A \in \mathcal{A}_\gamma$ and $v \in \ell^\infty_{w_x}$ is $s$-localized at $x$. Then the algorithm \textsc{Apply} produces a vector $w_\varepsilon$ with the following properties:

(a) $\|w_\varepsilon - Av\|_\ell^2 \leq \varepsilon$;

(b) $\text{supp}(w_\varepsilon) \subseteq B(x, N)$ and $\# \text{supp}(w_\varepsilon) \lesssim N^d \lesssim \varepsilon^{-1/r}\|v\|_{s,x}^{1/r}$;

(c) $C(w_\varepsilon) \lesssim \varepsilon^{-1/r}\|v\|_{s,x}^{1/r}$;

(d) $\|w_\varepsilon\|_{s,x} \lesssim \|v\|_{s,x}$, \hspace{1cm} (32)

with a constant independent of $\varepsilon$ and $x$.

Thus \textsc{Apply} is optimal.

**Proof. Step 1.** The error estimates (a) and (d)

Since $v = \sum_{k=0}^\infty v^{[k]}$, we may write

$$w_\varepsilon - Av = \sum_{k=0}^{k^*} (A^{j-k} - A)v^{[k]} + A \sum_{k=0}^{k^*} (v^{[k]} - v).$$

Taking first the $\ell^2$-norm, we estimate, with formulas (29) and (30),

$$\|w_\varepsilon - Av\|_\ell^2 \leq \sum_{k=0}^{k^*} \|A^{j-k} - A\|_\ell^2 \|v^{[k]}\|_\ell^2 + \|A\|_\ell^2 \|\sum_{k=0}^{k^*} (v^{[k]} - v)\|_\ell^2 \leq \sum_{k=0}^{k^*} C_{j-k}\|v^{[k]}\|_\ell^2 + \frac{\varepsilon}{2} < \varepsilon,$$

and so (a) is proved.

Taking next the $(s, x)$-norm and using Lemma 3.1(c), one has the following estimates:

$$\|w_\varepsilon - Av\|_{s,x} \leq \sum_{k=0}^{k^*} \|A^{j-k} - A\|_{s,x} \|v^{[k]}\|_{s,x} + \|A\|_{s,x} \left( \sum_{k=k^*+1}^\infty v^{[k]} \right)_{s,x} \lesssim \sum_{k=0}^{k^*} \left( \frac{2^{(j-k)/d}}{(j-k)^2} \right)^{d+s-\gamma} \|v\|_{s,x} + \|A\|_{s,x} \|v\|_{s,x} \lesssim \|v\|_{s,x}.$$

Consequently,

$$\|w_\varepsilon\|_{s,x} \lesssim \|w_\varepsilon - Av\|_{s,x} + \|Av\|_{s,x} \lesssim \|v\|_{s,x} + \|A\|_{s,x} \|v\|_{s,x} \lesssim \|v\|_{s,x},$$

and (d) is proved.
Step 2. Support and operation count for \( w_\varepsilon \)

If \( B \) is a banded matrix with \( B_{hh} = 0 \) for \( |h-k| > N \) and \( v \) is a localized vector with \( v_k = 0 \) for \( |k-x| > M \), then \( (Bv)(h) = 0 \) for \( |h-x| > M + N \) and so \( \text{supp} Bv \subseteq B(x, M+N) \) and \# \text{supp} \( Bv \lesssim (M+N)^d \). The computation of each entry of \( Bv \) requires \( N^d \) (the number of non-zero entries in a row or column of \( B \)) or \( M^d \lesssim \# \text{supp} v \) multiplications, whichever number is smaller. This means that the computation of \( Bv \) requires \( \lesssim (M+N)^d \min(N^d, M^d) \leq 2M^dN^d \) operations.

As a consequence \( w_\varepsilon = \sum_{k=0}^{k^*} A^{j-k} v^{[k]} \) is supported on the set \( \bigcup_{k=0}^{k^*} B(x, \alpha j^{-k-1} d_j \alpha j^{-k} d + 2j/d) \subseteq B(x, 2j/d) \) and \# \text{supp} \( w_\varepsilon \lesssim 2j \).

For the operation count we have, according to the conventions of Lemma 3.2, that
\[
C(w_\varepsilon) \lesssim \sum_{k=0}^{k^*} \alpha j^{-k} 2^{-k} \# \text{supp} v^{[k]} \lesssim \sum_{k=0}^{k^*} \alpha j^{-k} 2^{-k} 2^k \lesssim 2^j.
\]

Step 3. To conclude the proof, it suffices to show that \( 2^j \lesssim \varepsilon^{-1/r} \|v\|_{s,x}^{1/r} \) for \( j \) as defined in (30). Let us estimate the norm of \( v^{[k]} \). Since \( \text{supp} v^{[k]} \subseteq V_k \subseteq \{ l : |l-x| \geq 2k/d \} \), the norm is bounded by
\[
\|v^{[k]}\|_{l^2} \lesssim \|v\|_{s,x} \left( \sum_{\{l|l-x| \geq 2k/d \}} (1 + |l-x|)^{-2s} \right)^{1/2} \lesssim \|v\|_{s,x} \left( 2^{(k/d-1)d/2-s} \right)^{1/2} \lesssim \|v\|_{s,x} 2^{-rk}.
\]

Since \( j \) is the smallest integer satisfying (30), we have
\[
\frac{\varepsilon}{2} \leq \sum_{k=0}^{k^*} C_{j-1-k} \|v^{[k]}\| \lesssim \|v\|_{s,x} \sum_{k=0}^{k^*} C_{j-1-k} 2^{-rk} \lesssim 2^{-r(j-1)} \|v\|_{s,x} \sum_{k=0}^{k^*} C_{j-1-k} 2^{j-1-k}.
\]

The hypothesis \( \gamma > s + d \) implies that \( r = \frac{s}{d} - \frac{1}{2} < \frac{2-d}{d} \). Therefore
\[
2^r \varepsilon \|v\|_{s,x}^{1/r} \lesssim \sum_{k=0}^{k^*} C_{j-1-k} 2^{\frac{2-d}{d}(j-1-k)} < \infty,
\]
and so \( 2^j \lesssim (\varepsilon^{-1} \|v\|_{s,x})^{1/r} \). As observed above, this concludes the proof.

3.3 Numerical Solution of Bi-Infinite Systems of Linear Equations

We come back to the numerical treatment of operator equations (8). As already outlined in Subsection 2.2, the discretization of (8) leads to a bi-infinite system
\[
Au = f,
\]
which can be treated by means of the damped Richardson iteration (14). We shall focus on matrices $A \in A_\gamma$ and $u, f \in \ell^\infty_w (\mathcal{N})$.

The iterations (14) cannot be implemented numerically since in general they act on infinite sequences. To turn the abstract iteration (14) into a realizable algorithm, we substitute the infinite sequence $f$ and the infinite exact matrix-vector multiplication by the finite approximations $\text{RHS}[\varepsilon, f]$ and $\text{APPLY}[\varepsilon, A, v]$ as introduced in the Subsections 3.1 and 3.2. Furthermore, we let the accuracy depend on the iteration by choosing a suitable sequence $\varepsilon_n$ converging to 0. We now try the following iteration scheme:

$$v^{(n+1)} = v^{(n)} - \alpha (\text{APPLY}[\varepsilon_n, A, v^{(n)}] - \text{RHS}[\varepsilon_n, f]), \quad v^{(0)} = 0, \quad n = 0, 1, \ldots \quad (35)$$

Following again the lines of [13, 15, 16, 27], the precise algorithm also includes a stopping criterion and reads as follows.

**Algorithm 1. SOLVE$[\varepsilon, A, f] \to u_\varepsilon$:**

Let $K \in \mathbb{N}$ be fixed such that $2\rho^K < 1$, $\rho := \| (\text{id} - \alpha A) \|_{\text{ran}(A)} \|_{\ell^2(\mathcal{N})}$.

$n := 0$, $v^{(0)} := 0$, $\varepsilon_0 := \| A^\dagger \| \| f \|_{\ell^2(\mathcal{N})}$

While $\varepsilon_n > \varepsilon$
do

$n := n + 1$

$$\varepsilon_n := 2\rho^K \varepsilon_{n-1}$$

$$f^{(n)} := \text{RHS}[\frac{\varepsilon_n}{4nK}, f]$$

$$v^{(n,0)} := v^{(n-1)}$$

For $j = 1, \ldots, K$
do

$$v^{(n,j)} := v^{(n,j-1)} - \alpha (\text{APPLY}[\frac{\varepsilon_n}{4nK}, A, v^{(n,j-1)}] - f^{(n)})$$
enddo

$v^{(n)} := v^{(n,K)}$
enddo

$u_\varepsilon := v^{(n)}$.

It remains to show that Algorithm 1 converges to the solution of the bi-infinite system of linear equations (34) and that it is optimal with respect to the support of the approximation $u_\varepsilon$ and the operation count. The assumptions $A \in A_\gamma$ and $u, f \in \ell^\infty_w (\mathcal{N})$ are again crucial.

**Theorem 3.4.** Let $\mathcal{M}$ be a closed subspace of $\ell^2(\mathcal{N})$ with orthogonal projection $P$ onto $\mathcal{M}$. Assume that $A = A^* \in A_\gamma$, $\ker A = M^\perp$ and that $A : \mathcal{M} \rightarrow \mathcal{M}$ is invertible. Then the pseudoinverse $A^\dagger$, i.e., the unique element in $L(\ell^2)$ satisfying $A^\dagger A = AA^\dagger = P$ and $\ker A^\dagger = M^\perp$, is an element of $A_\gamma$. In particular $P \in A_\gamma$.

**Proof.** See [19, Theorem 3.4].

**Corollary 3.5.** Let $\mathcal{M}$ be a closed subspace of $\ell^2(\mathcal{N})$ with orthogonal projection $P$ onto $\mathcal{M}$. Assume that $A = A^* \in L(\ell^2)$, $\ker A = M^\perp$ and that $A : \mathcal{M} \rightarrow \mathcal{M}$ is invertible. If $f \in \mathcal{M}$ then there exists a unique solution $u \in \mathcal{M}$ of equation (34). Moreover if one assumes $A \in A_\gamma$ and if $d + s < \gamma$ and $f \in \mathcal{M} \cap \ell^\infty_w (\mathcal{N})$, then there exists a unique $u \in \mathcal{M} \cap \ell^\infty_w (\mathcal{N})$ such that $Au = f$.  
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Proof. Since $A : M \rightarrow M$ is invertible and $f \in M$ then there exists a unique $u \in M$ solution of (34). Moreover, the inverse of $A$ on $M$ coincides with $A^\dagger$. Since $A \in A_\gamma$, then by Theorem 3.4 $A^\dagger \in A_\gamma$ and $u = A^\dagger f$. If $f \in \ell_2^\infty(N)$, then $u \in \ell_2^\infty(N)$ by Lemma 3.1(b).

**Theorem 3.6.** Let $M$ be a closed subspace of $\ell^2(N)$ with orthogonal projection $P$ onto $M$. Assume that $A = A^* \in A_\gamma$ is a positive operator, $\ker(A) = M^\perp$ and that $A : M \rightarrow M$ is invertible. Moreover, assume $s + d < \gamma$, $r = \frac{\gamma}{2} - \frac{1}{2}$, and $f \in M \cap \ell_2^\infty$ is $s$-localized at $x$. Then for all $0 < \varepsilon \leq \varepsilon_0$ the vector $u_\varepsilon = \text{SOLVE}[^{\varepsilon, A, f}]$ satisfies the following properties:

(a) $\|P(u_\varepsilon - u)\|_2 \leq \varepsilon$, where $u \in M$ is the unique solution of $Au = f$ in $M$;

(b) $\text{supp}(u^\varepsilon) \subseteq B(x, \varepsilon)$ and $\# \text{supp}(u^\varepsilon) \lesssim N^d \lesssim \varepsilon^{-1/r}\|u\|_{s,x}^{1/r}$;

(c) $C(u_\varepsilon) \lesssim \varepsilon^{-1/r}\|u\|_{s,x}^{1/r}$;

(d) The procedure is bounded in the sense that

$$\|u_\varepsilon\|_{s,x} \lesssim \|u\|_{s,x}$$

uniformly with respect to $\varepsilon \rightarrow 0$ and $x \in N$.

**Proof.** We apply Algorithm 1 and stop the iteration when $\varepsilon_N \leq \varepsilon$, but $\varepsilon_{N-1} > \varepsilon$. Then set $u_\varepsilon = v^{(N)}$. The estimate for the projected error (a) is shown by following the arguments of [13, 15, 16, 27] and is therefore omitted.

We prove claims (b) — (d) by induction of $n$ (in the outer loop) and over $j$ (in the inner loop of the iteration). Since $v_0 = 0$, the start of the induction is trivial. So let us assume that we have already shown that $\text{supp}(v^{(n-1)}) \subseteq B(x, \varepsilon)$ and $\# \text{supp}(v^{(n-1)}) \lesssim N^d \lesssim \varepsilon^{-1/r}\|u\|_{s,x}^{1/r}$, and $\|v^{(n-1)}\|_{s,x} \lesssim \|u\|_{s,x}$ for $n \leq N$. Since $v^{(n)} = v = v^{(n,K)}$ is the result of $K$ iterations of

$$v^{(n,j)} := v^{(n,j-1)} - \alpha \text{APPLY}[\frac{\varepsilon_n}{4\alpha K}, A, v^{(n,j-1)}] - \text{RHS}[\frac{\varepsilon_n}{4\alpha K}, f].$$

By the Remark in Section 3, RHS can be implemented by $N$-nearest neighborhood approximation and one has supp(RHS[$\frac{\varepsilon_n}{4\alpha K}$, $f$]) $\subseteq B(x, M)$ and

$$\# \text{supp}(\text{RHS}[\frac{\varepsilon_n}{4\alpha K}, f]) \lesssim M^d \lesssim \left(\frac{\varepsilon_n}{4\alpha K}\right)^{-1/r}\|f\|_{s,x}^{1/r} \lesssim \varepsilon_n^{-1/r}\|u\|_{s,x}^{1/r}. \tag{37}$$

Moreover $\|\text{RHS}[\frac{\varepsilon_n}{4\alpha K}, f]\|_{s,x} \lesssim \|f\|_{s,x} \lesssim \|u\|_{s,x}$. Likewise, by Theorem 3.3 and by the inductive hypothesis one has supp($\text{APPLY}[\frac{\varepsilon_n}{4\alpha K}, A, v^{(n,j-1)}]$) $\subseteq B(x, M)$ and

$$\# \text{supp}(\text{APPLY}[\frac{\varepsilon_n}{4\alpha K}, A, v^{(n,j-1)}]) \lesssim M^d \lesssim \left(\frac{\varepsilon_n}{4\alpha K}\right)^{-1/r}\|v^{(n,j-1)}\|_{s,x}^{1/r} \lesssim \varepsilon_n^{-1/r}\|u\|_{s,x}^{1/r}. \tag{38}$$

Since we are assuming by induction that supp $v^{n,j-1} \subseteq B(x, M)$ and $M^d \lesssim \varepsilon_n^{-1/r}\|u\|_{s,x}^{1/r}$, we deduce that supp $v^{(n)} \subseteq B(x, M)$ with $M^d \lesssim \varepsilon_n^{-1/r}\|u\|_{s,x}^{1/r}$, and (b) is proved.
To see claim (d), we use the obvious estimate
\[ \| \text{RHS}[\varepsilon_n, f] \|_{s,x} \leq \| f \|_{s,x} \lesssim \| u \|_{s,x} \] for \text{RHS} and (32) for \text{APPLY}
\[ \| \text{APPLY}[\varepsilon_n^{-1/\alpha}, f] \|_{s,x} \lesssim \| f \|_{s,x} \lesssim \| u \|_{s,x}. \] (39)
Thus if \( \| v^{(n,j-1)} \|_{s,x} \lesssim \| u \|_{s,x} \), then also \( \| v^{(n,j-1)} \|_{s,x} = \| v^{(n,K)} \|_{s,x} \lesssim \| u \|_{s,x} \), and the uniform boundedness of (d) is proved.

For the operation count, we already know that
\[ C(\text{RHS}[\varepsilon_n^{-1/\alpha}, f]) \lesssim \varepsilon_n^{-1/r} \| u \|_{s,x}^{1/r}, \] (40)
and
\[ C(\text{APPLY}[\varepsilon_n^{-1/\alpha}, f, v^{(n,j-1)}]) \lesssim \varepsilon_n^{-1/r} \| u \|_{s,x}^{1/r}. \] (41)
Thus the iteration \( v^{(n,j)} \rightarrow v^{(n,j-1)} \) requires \( O(\varepsilon_n^{-1/r} \| u \|_{s,x}^{1/r}) \) operations, and therefore the iteration \( v^{(n-1)} \rightarrow v^{(n)} \) requires \( O(K \varepsilon_n^{-1/r} \| u \|_{s,x}^{1/r}) \) operations. The total operation count for \( u = v^{(N)} \) requires therefore \( \lesssim \| u \|_{s,x}^{1/r} \sum_{n=0}^{N} \varepsilon_n^{-1/r} \) operations, and this is easily seen to be \( O(\varepsilon_n^{-1/r} \| u \|_{s,x}^{1/r}) \) after recalling the definition of \( \varepsilon_n \). This concludes both the inductions and the proof.

REMARKS:

(i) Since the components of \( v^{(n)} \) in \( \ker(A) \) are not reduced in the iteration, we only get an error estimate for the projected error \( P(u - u) \). As already outlined in Subsection 2.2, this does not effect the overall convergence of the scheme.

(ii) The analysis of \textbf{Algorithm 1} for \( \ell^\infty \) is simpler and more direct than the analysis of the adaptive algorithms for \( \ell^\tau,w \) in [12, 13, 15, 16, 27]. The key point in Theorem 3.6 is the localization of all vectors around some \( x \) and the control of their supports near \( x \). The assumptions of Theorem 3.6 are satisfied in many problems, notably in Gabor analysis and sampling theory. Of course, in applications where the matrix \( A \) and the input \( f \) are sparse, but not localized, one should always work with the adaptive algorithms based on \( \ell^\tau,w \).

(iii) In contrast to the adaptive algorithms for \( \ell^\tau,w \), our algorithm on \( \ell^\infty \) does not require a thresholding of the iterand \( v^{(n)} \), i.e., no \text{COARSE} routine as in [12, 13] is needed.

(iv) For the optimality stated in Theorem 3.6 it is crucial that the projection \( P \) and the pseudo-inverse \( A^* \) are both in \( A \) and therefore bounded on \( \ell^\infty \). The analogous statement for wavelet based adaptive algorithms is open: it is not clear that the projection \( P \) is bounded in \( \ell^\tau,w \), because one has to deal with the Lemarié algebra which is not inverse-closed, see [15, 16, 27]. Therefore, the optimality of the scheme on \( \ell^\tau,w \) can be shown only under the additional hypothesis that \( P \) is bounded on \( \ell^\tau,w \), see [27, Thm. 3.12].

Next we show that the \textbf{SOLVE} routine converges not only in the \( \ell^2 \)-norm, but also for much larger class of norms. First we state a technical lemma.
Lemma 3.7. Assume that $u \in \ell^\infty_w(\mathcal{N})$ is localized at $x$. If $v$ is a finitely supported vector such that
$$\text{supp}(v) \subset B(x, M)$$
and
$$\|u - v\|_{\ell^2} \leq \varepsilon,$$
then
$$\|u - v\|_{\ell^p_m} \lesssim m(x) \left( M^{t + d \max(0, \frac{1}{p} - \frac{1}{2})} \varepsilon + M^{t - s + \frac{d}{p}} \|u\|_{s,x} \right)$$
where $1 \leq p \leq \infty$ and $m$ is $t$-moderate for some $t < s - d/p$.

Proof. Set $S = \text{supp}(v) \subset B(x, M)$ and note that $\#S \lesssim M^d$. Restricting $u$ to $S$ and to $S^c$, respectively, we may write
$$u - v = u|_S - v + u|_{S^c}.$$ 

For the estimate of $u$ outside $S$, we may use the embedding $\ell^\infty_w \subset \ell^p_m$ and obtain

$$\|u|_{S^c}\|_{\ell^p_m}^p = \sum_{|k - x| > M} |u_k|^p m(k)^p \lesssim \|u\|_{s,x}^p \sum_{|k - x| > M} (1 + |k - x|)^{-ps} m(k - x + x)^p \lesssim \|u\|_{s,x}^p m(x)^p \sum_{|k| > M} (1 + |k|)^{-ps} (1 + |k|)^{fp} \lesssim \|u\|_{s,x}^p m(x)^p M^{(t - s)p + d}.$$ 

On $S$, we extract the weight and find

$$\|u|_S - v\|_{\ell^p_m} \lesssim \max_{|k - x| \leq M} m(k) \|u|_S - v\|_{\ell^p} \lesssim m(x) \max_{|k| \leq M} (1 + |k|)^t \|u|_S - v\|_{\ell^p} \lesssim m(x) M^t \|u|_S - v\|_{\ell^p}.$$ 

If $p \geq 2$, the embedding $\ell^2 \subset \ell^p$ yields

$$\|u|_S - v\|_{\ell^p} \leq \|u|_S - v\|_{\ell^2} \leq \|u - v\|_{\ell^2} \leq \varepsilon.$$ 

If $p < 2$, then Hölder’s inequality with exponents $q = \frac{2}{p}$ and $q' = \frac{2}{2 - p}$ yields

$$\|u|_S - v\|_{\ell^p} \leq \|u|_S - v\|_{\ell^2} (\#S)^{\frac{1}{p} - \frac{1}{2}} \lesssim \varepsilon M^{d\left(\frac{1}{p} - \frac{1}{2}\right)}.$$ 

By combining these estimates, we obtain

$$\|u - v\|_{\ell^p_m} \lesssim m(x) \left( M^{t + d \max(0, \frac{1}{p} - \frac{1}{2})} \varepsilon + M^{t - s + \frac{d}{p}} \|u\|_{s,x} \right).$$
Theorem 3.8. If \( f \in \ell^\infty_{w_s} \) is localized at \( x \), then under the assumptions of Theorem 3.6 SOLVE converges in \( \ell^p_m \) for \( 1 \leq p \leq \infty \) and every \( t \)-moderate weight with \( t < s - \frac{d}{p} \). The error can be estimated by

\[
\| P(u - u_\varepsilon) \|_{\ell^p_m} \lesssim \varepsilon^{1 - \frac{1}{r} - \frac{1}{p} + \frac{1}{p} \max(0, \frac{1}{p} - \frac{1}{2})} + \varepsilon^{\frac{p - 1}{2p}} - \frac{1}{rp}.
\]

Proof. By Corollary 3.5, the solution \( u = Pu \) of (34) belongs to \( \ell^\infty_{w_s} \). Let \( u_\varepsilon = \text{SOLVE}(\varepsilon, A, f) \) be the output of Algorithm 1, and set \( v = \text{RHS}(\varepsilon, Pu_\varepsilon) \).

By Theorem 3.6 \( u_\varepsilon \) is localized at \( x \), and by Theorem 3.4 \( Pu_\varepsilon \) is also localized at \( x \). We write

\[
P(u - u_\varepsilon) = Pu - v + v - Pu_\varepsilon.
\]

Then, by the properties of RHS,

\[
\| v - Pu_\varepsilon \|_{\ell^2} < \varepsilon,
\]

and likewise

\[
\| Pu - v \|_{\ell^2} \leq \| Pu - Pu_\varepsilon \|_{\ell^2} + \| Pu_\varepsilon - v \|_{\ell^2} < 2\varepsilon.
\]

Here we have used the fact that \( u_\varepsilon \) is the outcome of the SOLVE algorithm and Theorem 3.6 (a). Furthermore \( \text{supp} \ v \subset \{ k : |k - x| \leq M \} \), where, by the properties of RHS

\[
\# \text{supp} \ v \lesssim M^d \lesssim \varepsilon^{-\frac{1}{r}} \| Pu_\varepsilon \|_{s,x}^{\frac{1}{r}}.
\]

Since by Theorem 3.6 (d) \( \| Pu_\varepsilon \|_{s,x} \lesssim \| u_\varepsilon \|_{s,x} \lesssim \| u \|_{s,x} \), the estimate for \( M \) is

\[
M \lesssim \varepsilon^{\frac{1}{r}} \| u \|_{s,x}^{\frac{1}{r}}.
\]

Both \( Pu \) and \( Pu_\varepsilon \) satisfy the assumptions of Lemma 3.7, hence the conclusion for \( \ell^p_m \) is

\[
\| P(u - u_\varepsilon) \|_{\ell^p_m} \leq \| Pu - v \|_{\ell^p_m} + \| v - Pu_\varepsilon \|_{\ell^p_m}
\]

\[
\lesssim m(x) \left( \| u \|_{s,x} \varepsilon^{\frac{1}{r}} (t + d \max(0, \frac{1}{p} - \frac{1}{2})) \varepsilon + (\varepsilon^{-1} \| u \|_{s,x})^{\frac{1}{r} - \frac{1}{p}} \right) + \varepsilon^{\frac{p - 1}{2p}} - \frac{1}{rp}.
\]

REMARK: Once again, Theorem 3.8 relies on the specific structure of the algebra \( A_\gamma \), and it illuminates another important difference to adaptive schemes on \( \ell^{r,w} \). For these schemes, the convergence is only guaranteed in \( \ell^2 \), and to our knowledge no result is known concerning convergence in stronger norms.
4 Convergence of the Frame Algorithm

In this section we apply Algorithm 1 to the frame operator and the efficient approximation of the canonical dual frame. The hypotheses of Algorithm 1 are a perfect match for the class of (intrinsically) localized frames. The key point is that this algorithm produces an approximation in all associated Banach spaces $H^p_m(G, \tilde{G})$. This removes a serious restriction of the previous contribution [15, Section 7], where the approximation worked only for the underlying Hilbert space $H$.

To find the canonical dual frame $\tilde{f}_n = S^{-1} f_n, n \in \mathbb{N}$, we have to solve the equation

$$ Su = f_n \quad \text{for all } n \in \mathbb{N}. \quad (42) $$

Since the frame operator is positive and boundedly invertible on $H$, we are exactly in the setting of the Subsections 2.2 and 3.3, so that the entire machinery developed so far can be applied. Consequently, by discretizing (42) by means of a second frame $G = \{g_n\}_{n \in \mathbb{N}}$, we end up with the bi-infinite matrix equation

$$ Au = f_n, \quad (43) $$

where

$$ A = FSF^* = (\langle Sg_n, g_m \rangle)_{n,m}. \quad (44) $$

However, to fully exploit the theory of Subsection 3.3, we need to impose further conditions on $A$. The following lemma establishes the link between the localization of a frame and the almost diagonalization of $A$, see also [23].

**Lemma 4.1.** Assume that $F \sim_{A_{\gamma}} G$ for some $\gamma > d$. Then $A \in A_{\gamma}$.

**Proof.** By hypothesis, the (cross) Gramian $C = A(G, F)$ of $G$ and $F$ with entries $C_{l,n} = \langle g_n, f_l \rangle$ is contained in $A_{\gamma}$. Rewriting $A$ as

$$ A_{m,n} = \langle Sg_n, g_m \rangle = \sum_{l \in \mathbb{N}} \langle g_n, f_l \rangle \langle f_l, g_m \rangle = (C^* C)_{m,n}, $$

we see that $A = C^* C$. Since $A_{\gamma}$ is a Banach $*$-algebra, we obtain $A \in A_{\gamma}$. ■

As a first consequence of Lemma 4.1, we show that the standard frame algorithm converges in many norms beside $H$.

**Theorem 4.2.** (a) If $F, G$ are two frames for $H$, then the canonical dual of $F$ can be computed by

$$ \tilde{f}_n = F^* \tilde{f}_n = \sum_{l \in \mathbb{N}} \langle \tilde{f}_n, g_l \rangle g_l, \quad \tilde{f}_n = \left( \alpha \sum_{n=0}^{\infty} (\text{id} - \alpha A)^n \right) f_n, \quad (45) $$

for $0 < \alpha < \frac{2}{\|A\|}$.

(b) If $F, G$ are both intrinsically $A_{\gamma}$-localized and $F \sim_{A_{\gamma}} G$ for some $\gamma > d$, then the series in (45) converges in the $\ell_p$-norm on $\text{ran}_{\ell_p}^n(F) = \{ c \in \ell_p^n : \exists f \in H^p_m(G, \tilde{G}), (\langle f, g_n \rangle)_n = c \}$, for all $1 \leq p \leq \infty$ and every $s$-moderate weight $m$ with $s < \gamma - d$. Consequently, $\tilde{f}_n \in \ell_p^m(\mathbb{N})$ and $\tilde{f}_n \in H^p_m(G, \tilde{G})$ for all $n \in \mathbb{N}$. 21
**Proof.** (a) is a consequence of Theorem 2.2. It remains to show (b). By Theorem 3.4, the orthogonal projector $P$ onto $\text{ran}_s(F) = \text{ran}(A)$ is contained in $A_\gamma$, hence $P$ is bounded on $\ell^p_m$ for every $s$-moderate weight $m$.

Let $\sigma_{\text{ran}_m}(F)(A)$ be the spectrum of $A$ acting on $\text{ran}_m(F)$ and $r_{\text{ran}_m}(F)(A) := \max\{|\lambda| : \lambda \in \sigma_{\text{ran}_m}(F)\}$ the spectral radius. If $\lambda \notin \sigma_{\text{ran}(F)}(A)$ then $A - \lambda P$ is invertible on $\text{ran}(F)$ and by [19, Theorem 3.4] there exists $(A - \lambda P)^\dagger \in A_\gamma$ such that

$$(A - \lambda P)^\dagger (A - \lambda P) = (A - \lambda P)(A - \lambda P)^\dagger = P. \quad (46)$$

Since $A_\gamma \subset L(\ell^p_m)$, (46) also holds as an identity of operators on $\ell^p_m$ for $1 \leq p \leq \infty$ and all $s$-moderate weights. Restricting (46) to the invariant subspace $\text{ran}_{\ell^p_m}(F)$, we see that

$$\lambda \notin \sigma_{\text{ran}_m}(F)(A) \quad \text{and so} \quad \sigma_{\text{ran}_m}(F)(A) \subseteq \sigma_{\text{ran}(F)}(A). \quad (47)$$

Applying (47) to $P - \alpha A$, we find

$$r_{\text{ran}_m}(F)(P - \alpha A) \leq r_{\text{ran}(F)}(P - \alpha A) < 1$$

(by our choice of $\alpha < 2/\|A\|_2$. Consequently, the geometric series $\sum_{n=0}^{\infty} (P - \alpha A)^n$ converges on $\text{ran}_{\ell^p_m}(F)$.

If $F \sim A, G$, then $f_n = ((f_n, g_m))_{m \in \mathcal{N}} \in \text{ran}_{\ell^p_m}(F)$, and thus $\tilde{f}_n \in \text{ran}_{\ell^p_m}(F)$ or equivalently $\tilde{f}_n \in \mathcal{H}_n(G, \tilde{G})$.

Next we show that the adaptive numerical schemes discussed in Subsection 3.3 can again be applied to approximate the infinite series in (45) up to a given precision.

**Theorem 4.3.** Assume $s + d < \gamma$, $r = \frac{2}{d} - \frac{1}{2}$. Let $\mathcal{F}, \mathcal{G}$ be intrinsically $A_\gamma$-localized frames, $\mathcal{F} \sim A, G$ and $\epsilon > 0$.

(A) Assume that $f_n$ is localized localized at $n$. Then the finite vector

$$\tilde{f}_{n,\epsilon} = \text{SOLVE}[^\epsilon, A, f_n], \quad (48)$$

has the following properties:

(a) $\|P(\tilde{f}_{n,\epsilon} - \tilde{f}_n)\|_2 \leq \epsilon$, where $\tilde{f}_n$ is the solution to (43);

(b) $\text{supp} \tilde{f}_{n,\epsilon} \subseteq B(n, N)$ and $\#\text{supp} \tilde{f}_{n,\epsilon} \leq N^d \lesssim \epsilon^{-1/r} \|\tilde{f}_n\|_s^{1/r}$;

(c) $C(\tilde{f}_{n,\epsilon}) \lesssim \epsilon^{-1/r} \|\tilde{f}_n\|_s^{1/r}$;

(d) $\|\tilde{f}_{n,\epsilon}\|_s \lesssim \|f_n\|_s$.

Therefore, one has the following approximation of the canonical dual

$$\left\| \tilde{f}_n - \sum_m (\tilde{f}_{n,\epsilon})_m g_m \right\|_{\mathcal{H}} \leq B_{\tilde{G}}^2 \epsilon. \quad (49)$$
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Theorem 4.3. Therefore, an approximation of the canonical dual frame can be computed by using

\[ \bar{f}_n - \sum_m \left( \tilde{f}_{n,\varepsilon} \right)_m g_m \]

possesses an intrinsically

\[ A \] (called a Gabor frame), then

\[ G \]

be the time-frequency shift of the function

\[ f \]

\[ L_2 \]

If \( p \) possesses an intrinsic localization. If the set \( G \) is a relatively

separated subset of \( \mathcal{M} \), the \((s, n)\)-norm is dominated by

\[ \| \tilde{f}_{n, \varepsilon} \|_{s,n} = \sup_k |\tilde{f}_{n, \varepsilon}^k| (1 + |k - n|)^s \]

\[ \lesssim N^s \| \tilde{f}_{n, \varepsilon} \|_{\infty} \leq N^s \| \tilde{f}_{n, \varepsilon} \|_{\ell^p} \lesssim N^s \| \tilde{f}_n \|_{\ell^p} \lesssim N^s \| \tilde{f}_n \|_{\mathcal{H}} \]

Since \( \{ \tilde{f}_n \} \) is a frame, it is a bounded set in \( \mathcal{H} \), and (C) is proved.

REMARK:

(i) This last theorem not only ensures the convergence of the procedure to the canonical
dual in the \( \mathcal{H} \) norm, but also in the norm of \( \mathcal{H}_m^p \) for \( 1 \leq p \leq \infty \) and for certain

t-moderate weights \( m \).

(ii) Let us remark again that, although the error estimate (50) is stated for the projected error, this does not destroy the convergence of the scheme. Moreover, it is not necessary to have explicit knowledge of \( P \).

Example 1 (Gabor frames). Let \( z = (x, \omega) \in \mathbb{R}^{2d} \) and

\[ \pi(z)f(t) = e^{2\pi i \omega \cdot t} f(t - x) \quad t, x, \omega \in \mathbb{R}^d \]

be the time-frequency shift of the function \( f \) by \( z \in \mathbb{R}^{2d} \). Assume that \( \mathcal{X} \) is a relatively

separated subset of \( \mathbb{R}^{2d} \) and that \( g \in \mathcal{S}(\mathbb{R}^d) \setminus \{0\} \) (or that \( g \) possesses sufficient time-frequency localization). If the set \( \mathcal{G} = \mathcal{G}(g, \mathcal{X}) \) generates a frame (called a Gabor frame), then \( \mathcal{G} \) is intrinsically \( \mathcal{A}_\gamma \)-localized for any \( \gamma > d \) and thus it possesses an intrinsically \( \mathcal{A}_\gamma \)-localized canonical dual \( \tilde{\mathcal{G}} = \{ \tilde{g}_z : z \in \mathcal{X} \} \) by the results in [19, 23]. Therefore, an approximation of the canonical dual frame can be computed by using

Theorem 4.3.

In this case, both \( \mathcal{G} = \mathcal{G}(g, \mathcal{X}) \) and \( \tilde{\mathcal{G}} \) form a Banach frame for the class of modulation spaces \( \mathcal{M}^{s,p}_m \) for any \( s \)-moderate weight with \( s + d < \gamma \) [22, Chpt. 13].

If \( p = q \), then \( \mathcal{M}^{p,p}_m \) coincides with the abstract Banach space \( \mathcal{H}^p_m(\mathcal{G}, \tilde{\mathcal{G}}) \) [19]. Since for suitable weight \( m \), \( \mathcal{M}^{2,2}_m(\mathbb{R}^d) \) coincides with weighted \( L^2 \)-spaces and also with \( H^t(\mathbb{R}^d) \), the \( L^2 \)-Sobolev space of Sobolev smoothness \( t \) [22, Thm. 11.3.1], the approximation in (50) ensures the convergence of derivatives and convergence in weighted \( L^2 \)-spaces.

Another possible application of Algorithm 1 is the fast approximate reconstruction of functions in shift-invariant spaces, because the theory of localized frames and hence our main theorems are applicable. For details about sampling theory see [1, 20, 23].
5 Error Estimates

So far we have shown how to approximate a single vector of the dual frame by applying the SOLVE-routine. More precisely, if $A$ is the matrix of the frame operator with respect to a frame $G$ as defined in (44) and $f_n = (\langle f_n, g_m \rangle)_m$, we compute a sequence of finitely supported vectors $\gamma_n = (\gamma_{nm})_m$ by

$$\gamma_n = \gamma_n^\varepsilon = \text{SOLVE}[\varepsilon, A, f_n].$$ (51)

Theorem 3.6 asserts that

$$\text{supp } \gamma_n \subseteq \{ m : |m - n| \leq N \}$$ (52)
$$\# \text{supp } \gamma_n \leq N^d \lesssim \varepsilon^{-1/r} \| \tilde{f}_n \|_{s,n} \lesssim \varepsilon^{-1/r}$$ (53)
$$\| \tilde{f}_n - \gamma_n \|_{\ell^2} \leq \varepsilon.$$ (54)

Setting $\tilde{f}_n^\varepsilon = \sum_m \gamma_{nm} g_m$ for the approximate dual of $\tilde{f}_n = \sum_m (\tilde{f}_n, \tilde{g}_m) g_m$, we then have the individual error estimate $\| \tilde{f}_n - \tilde{f}_n^\varepsilon \|_H \lesssim \varepsilon$ for each $n$. For the solution of a single operator equation $Au = f_n$ such an estimate is good enough. However, when approximating the dual frame of $F$, then we need to know much more about the collection $F^\varepsilon = \{ \tilde{f}_n^\varepsilon : n \in \mathcal{N} \}$. In particular, we need to compare the exact frame expansion $f = \sum_n (f, f_n) \tilde{f}_n$ with the approximate expansion

$$f^\varepsilon = \sum_{n \in \mathcal{N}} (f, f_n) \tilde{f}_n^\varepsilon,$$ (55)

and derive error estimates, if possible. A priori, it is not at all clear whether $F^\varepsilon$ is again a frame or a Banach frame or a set for an atomic decomposition. In general, an estimate $\| \tilde{f}_n - \tilde{f}_n^\varepsilon \|_H \lesssim \varepsilon$ for all $n$ is insufficient to guarantee that $F^\varepsilon$ is again a frame. Once again the crucial property is a localization property, this time in the form (52)-(54).

We first prove a small technical lemma, then derive an error estimate for $\| f - f^\varepsilon \|$, and finally apply the perturbation theory of (Banach) frames [9, 10] to show that $F^\varepsilon$ is also a frame.

**Lemma 5.1.** Assume that $A$ is a banded matrix, such that $a_{kl} = 0$ for $|k - l| > N$ and $|a_{kl}| \leq \varepsilon$ for $|k - l| \leq N$. If $m$ is a $t$-moderate weight, then the operator norm of $A$ on $\ell^p_m$ is majorized by

$$\| A \|_{\ell^p_m \to \ell^p_m} \lesssim \varepsilon N^{t+d}.$$ (56)

**Proof.** Using a naive estimate and Hölder’s inequality, we find that

$$|(Ac)(k)| = \left| \sum_{|l| \leq N} a_{kl} c_l \right| \leq \varepsilon \left( \sum_{|l| \leq N} |c_l|^p \right)^{1/p} N^{d/p'} \lesssim \varepsilon \left( \sum_{|l| \leq N} |c_l|^p \right)^{1/p} N^{d/p'}.$$
So the $\ell_p^m$-norm of $Ac$ is bounded by

$$
\|Ac\|_{\ell_p^m}^p = \sum_k |Ac(k)|^p m(k)^p \\
\lesssim \varepsilon^p N^{dp/p'} \sum_k (\sum_{|k-l| \leq N} |c_l|^p) m(k-l)^p \\
\lesssim \varepsilon^p N^{dp/p'} \sum_l |c_l|^p m(l)^p (\sum_{k:|k-l| \leq N} (1 + |k-l|)^{(p/2)}) \\
\lesssim \varepsilon^p N^{dp/p'} N^{tp+d} \|c\|_{\ell_p^m}^p.
$$

Taking the $p$-th root, we obtain

$$
\|A\|_{\ell_p^m - \ell_p^m} \lesssim \varepsilon N^{d/p' + t + d/p} = \varepsilon N^{t + d}.
$$

\[\square\]

**Theorem 5.2.** Assume that $G$ and $F$ are $A_\gamma$-intrinsically localized frames and $F \sim_{A_\gamma} G$. Let $1 \leq p \leq \infty$ and $m$ be a $t$-moderate weight for $t < s - 3d/2$.

If $F^\varepsilon$ is a set satisfying conditions (52)-(54), then

$$
\|f - f^\varepsilon\|_{\mathcal{H}_m^p} \lesssim (\varepsilon^{(s-d)/(rd)} + \varepsilon^{1 - s - \frac{d}{rd}}) \|f\|_{\mathcal{H}_m^p} \quad \text{for all } f \in \mathcal{H}_m^p.
$$

**Proof.** We first look at the difference $f - f^\varepsilon$ in detail. We expand both $\tilde{f}_n$ and $\tilde{f}_n^\varepsilon$ with respect to the frame $G$ and obtain

$$
f - f^\varepsilon = \sum_n \langle f, f_n \rangle (\tilde{f}_n - \tilde{f}_n^\varepsilon) \\
= \sum_n \langle f, f_n \rangle \left( \sum_m (\langle \tilde{f}_n, \tilde{g}_m \rangle - \gamma_{nm}) g_m \right) \\
= \sum_m \left( \sum_n \langle f, f_n \rangle (\langle \tilde{f}_n, \tilde{g}_m \rangle - \gamma_{nm}) \right) g_m.
$$

The computation of the coefficients of $g_m$ involves the cross-Gramian $C = A(\tilde{F}, \tilde{G})$ with entries $C_{mn} = \langle \tilde{f}_n, \tilde{g}_m \rangle$ and the banded matrix $\Gamma$ with entries $\gamma_{nm}$. Thus we can write the error as

$$
f - f^\varepsilon = \sum_m \left( (C - \Gamma)F_f \right)(m) g_m = F^\varepsilon_G(C - \Gamma)F_f.
$$

The initial estimates now follow from the fact that $G$ is a Banach frame for $\mathcal{H}_m^p$ and the assumption $F \sim_{A_\gamma} G$. On the one hand we know that $\|F^\varepsilon_Gc\|_{\mathcal{H}_m^p} \lesssim \|c\|_{\ell_p^m}$ for any $s$-moderate weight function $m$ with $s < \gamma - d$ by [23, Proposition 8 (b)]. On the other hand, we have the norm equivalence $\|f\|_{\mathcal{H}_m^p} := \|F_Gf\|_{\ell_p^m} \asymp \|F_f\|_{\ell_p^m}$ by [19, Proposition 2.4]. In addition, we know that the cross-Gramian $C = A(\tilde{F}, \tilde{G})$ is in $A_\gamma$, whence follows the boundedness of $C$ on $\ell_p^m$ for the same class of weights and $1 \leq p \leq \infty$ by Lemma 3.1(b). Likewise the banded
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matrix $\Gamma$ is bounded on any $\ell^p_m$ by Lemma 5.1. Thus all steps of the following estimate are well defined.

\[
\|f - f^\varepsilon\|_{\mathcal{H}^p_m} \lesssim \|(C - \Gamma)F \tilde{f}\|_{\ell^p_m} \\
\lesssim \|C - \Gamma\|_{\ell^p_m \to \ell^p_m} \|F \tilde{f}\|_{\ell^p_m} \\
\lesssim \|C - \Gamma\|_{\ell^p_m \to \ell^p_m} \|f\|_{\mathcal{H}^p_m}.
\]

This estimate reveals the key issue arising in the error analysis. We need a good bound on the operator norm of $C - \Gamma$. The necessary preparations have already been accomplished in Lemma 5.1 and 3.1(b). As in Lemma 3.1 we approximate $C$ by a banded matrix $B^N$ with entries $B^N_{kl} = C_{kl}$ for $|k-l| \leq N$ and $B^N_{kl} = 0$ for $|k-l| > N$. Then $C - \Gamma = C - B^N + B^N - \Gamma$.

Lemma 3.1(b) and (53) imply that

\[
\|C - B^N\|_{\ell^p_m \to \ell^p_m} \lesssim N^{d-t+\gamma} \lesssim \varepsilon^{(\gamma-t-d)/rd}.
\]

For the banded part $B^N - \Gamma$ we note that $|\langle \tilde{f}_n, \tilde{g}_m \rangle - \gamma_{mn}| \leq \|\tilde{f}_n - \gamma_n\|_{\ell^2} \leq \varepsilon$ by construction (54). Thus all non-zero entries of $B^N - \Gamma$ are bounded by $\varepsilon$. Consequently Lemma 5.1 implies that

\[
\|B^N - \Gamma\|_{\ell^p_m \to \ell^p_m} \lesssim \varepsilon N^{d} \lesssim \varepsilon^{1 - \frac{t+d}{rd}}.
\]

and we have $\|C - \Gamma\|_{\ell^p_m \to \ell^p_m} \lesssim \varepsilon^{(\gamma-t-d)/rd + \frac{t+d}{rd}}$. For convergence, as $\varepsilon \to 0$, we need that the exponents are positive. Since $rd = 2 - d/2 > t + d$ by assumption, we have $1 - \frac{t+d}{rd} > 0$, and obviously $\gamma - t - d > 0$. Thus the statement is proved.

**REMARK:** Note that in the proof of Theorem 5.2 we have used only established estimates for localized frames and the properties (52)–(54) for the approximate dual frame. We have not used any special features of the **SOLVE**-algorithm. Therefore the error analysis is valid for any approximation of the dual frame satisfying (52)–(54). The virtue of **SOLVE** is to provide a practical numerical method for the approximation of the dual frame.

**Corollary 5.3.** For $\varepsilon > 0$ small enough $\mathcal{F}^\varepsilon$ provides an atomic decomposition for $\mathcal{H}^p_m$.

**Proof.** Set $A_\varepsilon f = f^\varepsilon = \sum_n \langle f, f_n \rangle \tilde{f}_n^\varepsilon$. Theorem 5.2 implies that $\|\text{id} - A_\varepsilon\|_{\ell^p_m \to \ell^p_m} \lesssim 1$. Then $A_\varepsilon$ is invertible on $\mathcal{H}^p_m$. The factorization $f = \sum_n \langle A_\varepsilon^{-1} f, f_n \rangle \tilde{f}_n^\varepsilon$ and the unconditional convergence of this sum together imply that $\mathcal{F}^\varepsilon$ provides an atomic decomposition for $\mathcal{H}^p_m$. See [10, Theorem 2.3] and its proof for more details.
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